Determination of critical length scales and the limit of metastability in phase separating polymer blends
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I. INTRODUCTION

Nucleation and growth is the universal process that underlies phase transformations from a metastable nonequilibrium state to a stable equilibrium state.\textsuperscript{1–20} Classical nucleation theory,\textsuperscript{12} which has been used to describe diverse phenomena such as crystallization, boiling, and liquid–liquid phase separation, is based on the assumption that these phase transitions are triggered by the formation of microscopic nuclei. For simplicity, we restrict our attention to homogeneous nucleation, assuming that foreign objects that are in contact with the system (dust, container walls, etc.) do not effect nucleation. Growth of the new phase requires spontaneous formation of nuclei that are larger than a critical size. We refer to this critical length scale as \( R_c \). Classical theory assumes that the nuclei are small regions in space that have all of the characteristics of the stable state. The relevant characteristics, which include concentration, density, crystal structure, etc., depend on the particular phase transition under consideration. We refer to these collective characteristics as “composition” of the nuclei. Nuclei with sizes smaller than \( R_c \) or with compositions that are different from that of the new equilibrium phase are nonviable and are predicted to decay. The evolution of a metastable state into a stable one is thus characterized by a complex collection of structures with differing sizes and compositions.

If the decay of nonviable nuclei is rapid so that their concentration is negligible, then proving the existence of a critical length scale requires demonstrating the absence of growing structures with sizes smaller than \( R_c \), regardless of their composition. This is a nontrivial task because traditional experimental methods (e.g., microscopy and scattering) are mainly used to prove the presence of certain structures.

Recent experiments have shown that the size of the critical nucleus can be measured in position space by time-resolved microscopy. Yau et al. studied crystallization of proteins from supersaturated solutions.\textsuperscript{19} In these experiments, the characteristics of crystallites that happened to lie on the bottom surface of the cell were observed by atomic force microscopy. It was found that crystallites with a certain composition, size, and shape grew while others decayed. Gasser et al. examined the formation of crystalline nuclei in a concentrated hard sphere suspension.\textsuperscript{20} The state of a hard sphere suspension is independent of temperature or pressure. Gasser et al. thus prepared a metastable “homogeneous” state by shearing the sample. The growth of the crystallites was then observed by laser scanning confocal microscopy after turning off the shear flow. They found that the larger crystallites grew while the smaller ones decayed. While these novel experiments\textsuperscript{19,20} provide vivid evidence for the existence of a critical length scale, some questions remain. The interpretation of results obtained by Yau et al. rests on the assumption that the nucleation events occurring in the bulk and those occurring on the cell surface are identical. The
presence of a sizable concentration of nonviable (smaller than $R_c$) nuclei in the colloidal samples suggests that the shear melting did not eliminate all of the ordered crystallites. The role of the remaining crystallites on nucleation is unclear at this point.

In previous studies, our group has demonstrated that $R_c$ during liquid–liquid phase separation in blends of high molecular weight polymers can be measured in reciprocal space by time-resolved small angle neutron scattering (SANS).16,17 The composition of the nuclei of binary incompressible liquids is specified by one parameter, namely, the concentration of one of the components. We found that SANS profiles during the early stages of phase separation merged at a characteristic scattering vector $q_c$, as shown schematically in Fig. 1(a). The formation and growth of structures with size $R$ will lead to a scattering increase at $q \approx 1/R$. The composition of the structures (relative to the homogeneous background) will only effect the magnitude of the scattering increase. The time independence of the scattering intensity at $q > q_c$ thus indicates the absence of growing structures with length scales smaller than $1/q_c$, regardless of their composition. The size of the critical nucleus, ignoring a constant prefactor, is thus $1/q_c$.21

The applicability of nucleation theory ends at the spinodal, the point at which the initial state of the system is unstable to infinitesimal perturbations. The kinetics of liquid–liquid phase separation in unstable mixtures is described by Cahn’s theory of spinodal decomposition.22,23 The time dependence of the scattering profiles obtained during spinodal decomposition depends on quench depth as well as the mutual diffusion coefficient, $D$. During the early stages of phase separation concentration fluctuations of a certain characteristic wavelength grow most rapidly. The standard signature of spinodal decomposition is a scattering peak at a scattering vector that we call $q_p$. This scattering peak has received considerable attention, and has been identified in a wide variety of systems such as metals, glasses, polymer blends, etc.3,24–34

There is, however, another feature of spinodal decomposition predicted by Cahn that has received much less attention. It is the fact that concentration fluctuations with characteristic wavelengths smaller than a particular cutoff are predicted to decay with time.22 This yields a critical scattering vector, $q_c$. Thermodynamically unstable systems are characterized by a singularity in the structure factor $S(q)$ located at $q = q_c$. Thus, $q_c$ depends only on thermodynamics. In contrast, $q_p$ depends on both thermodynamics (quench depth) and kinetics (diffusion coefficient). It is thus more straightforward to compare $q_c$ with theoretical predictions.

In simple mixtures, where $1/q_c$ is much larger than molecular length scales and the diffusion coefficient can be regarded as a constant, $q_c = v^2D_p$. In systems such as polymers, where $q_c$ can be comparable to molecular length scales,35–37 the diffusion coefficient cannot be treated as a constant. This leads to more complicated relationships between $q_c$ and $q_p$.

The scattering signature of $q_c$ is not entirely clear at this point. In some papers, e.g., Ref. 22, it has been proposed that the time-dependent scattering curves should cross at $q_c$, as shown schematically in Fig. 1(b). In other words, the scattering intensity would increase with time at $q < q_c$, and decrease with time at $q > q_c$. However, the data shown in Ref. 22 to support this notion was obtained in a metallic blend during the late stages of spinodal decomposition. Since the scattering intensity of the prequenched state will generally be lower than that of the quenched state, there appears to be no mechanism for a decrease in scattering at $q > q_c$ within Cahn’s theory. In this case one would expect the scattering curves to merge at $q_c$, as shown in Fig. 1(a), rather than intersect at $q_c$, as shown in Fig. 1(b). We may thus observe a merging of scattering curves [Fig. 1(a)] regardless of whether the mixture is phase separating by nucleation and growth or spinodal decomposition.

While we have provided plausible arguments for interpreting the merging of scattering curves in terms of a critical length scale, we have not provided rigorous proof that this is the case. One might argue, for instance, that the scattering profiles that characterize the emerging phase separated structures (e.g., critical nuclei) are much larger (on an equal volume basis) than that from the concentration fluctuations in
the prequenched mixture, and that this scattering signal is not detected initially because the amount of phase separated material is extremely small. In this scenario, the measured scattering profiles would become time-dependent when scattering from the phase separated structures begins to overwhelm the scattering from the homogeneous prequenched state. This is depicted in Fig. 1(c), where the background scattering from the prequenched state is shown by the dashed curve and \( t_i \) is the time when the scattering from domains is first detected. The total scattering is then approximately given by the sum of the scattering from the domains [solid curve in Fig. 1(c)] and the background (dashed curve). If this were the case, then the merge point would shift to larger \( q \) with increasing time, as shown by the arrows in Fig. 1(c). This is because scattering from the domains occupies an increasing portion of the \( q \)-window with increasing time, due to increases in domain size and concentration. It is clear that the critical nucleus size can be obtained from \( q_c \) only if \( q_c \) is time-independent, as shown in Fig. 1(a).

In this paper, we discuss the determination of \( q_c \) from time-resolved SANS data obtained from binary polymer blends quenched into the two-phase region of the phase diagram. We focus on off-critical blends near the limit of metastability due to our interest in studying the initial stages of nucleation. One of our objectives is to distinguish between the 3 scenarios shown in Fig. 1. We describe connections between our results and recent theoretical work on the thermodynamics of binary polymer blends by Wang and Wood.12,39 In the paper that follows,38 we analyze the time dependence of the scattering intensity at \( q < q_c \). These papers are part of a series on the subject of phase separation kinetics in polymer blends.16–18,32,33 Our early results17,18,32,33 could not be compared directly with theory because the experiments were conducted on multicomponent mixtures and theories on phase separation kinetics are largely restricted to binary mixtures.

II. EXPERIMENT

Nearly monodisperse model polyolefins were synthesized following the methods given in Refs. 40–42. Partially deuterated polymethylbutylenes (PMB1 and PMB2) and fully hydrogenous polyethylenebutylenes (PEB1 and PEB2) were synthesized and characterized using methods described in Refs. 43 and 47. The characteristics of the polymers are given in Table I. Binary blends of PMB/PEB were made by dissolving the components in cyclohexane and then drying the blends to a constant weight in a vacuum oven at 80 °C. The volume fractions of PMB in the blends used in these experiments are given in Table II. Preliminary results of kinetic experiments on blends B1 and B2 are given in Ref. 16. Kinetic experiments performed on blend B3 have not been previously published.

Small angle neutron scattering experiments (SANS) were performed on the NG3 beamline at the National Institute of Standards and Technology in Gaithersburg, MD, during four 4-day experimental runs. The data acquisition protocols were slightly different from run to run, due to changes (improvements) in the SANS instrument and a better understanding of phase separation kinetics.

The samples were housed in two different versions of the NIST pressure cell. The pressure cell utilized for the experiments on B1 and B2 is described in Ref. 44 and had a pressure range of 0.01–1.00 kbar. The pressure cell utilized for the experiments on B3 had a range of 0.03–3.10 kbar, as described in Ref. 45. The time required to change the sample pressure (i.e., reach within 1% of the target pressure) ranged from 1 to 14 min for B1 and B2, and from 1 to 4 min for B3.

The SANS data were obtained using two instrument configurations, one with an incident neutron beam with wavelength \( \lambda = 6 \) Å and the other with \( \lambda = 14 \) Å (see Ref. 47 for details). The scattering data were collected using a 128 \( \times \) 128 pixel two-dimensional detector. The data obtained in the \( \lambda = 6 \) Å configuration were corrected for background scattering, empty cell scattering, and detector sensitivity and converted to absolute scattering intensity, \( I(q) \), using methods and secondary standards described in Ref. 46. The time-resolved data were obtained using the \( \lambda = 14 \) Å configuration. The data from the B1 and B2 blends in this configuration were not corrected or converted to absolute intensity. The time-dependent SANS profiles (\( \lambda = 14 \) Å) of B3 were corrected for background scattering, empty cell scattering, incoherent scattering and detector sensitivity and converted to absolute scattering intensity. The scaling factor for converting the corrected scattering intensity in the \( \lambda = 14 \) Å configuration to absolute scattering intensity was obtained by matching the SANS profile of the secondary standard in this configuration to that obtained in the \( \lambda = 6 \) Å configuration, in the range of \( q \) values accessible to both configurations.47

The scaling was confirmed by comparing the SANS profile measured from B3 in the single-phase region in both configurations. All of the scattering profiles were azimuthally symmetric. We thus report the azimuthally averaged scattering intensity as a function of \( q [q = 4 \pi \sin(\theta)/\lambda, \theta \) is the scattering angle].

TABLE I. Characteristics of polymers.

<table>
<thead>
<tr>
<th>Polymer</th>
<th>Density (g/cm³)</th>
<th>Average number of deuterium atoms per 6 carbon atoms</th>
<th>Weight averaged molecular weight (g/mol)</th>
<th>Polydispersity index</th>
<th>( R_g ) (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMB1</td>
<td>0.9300</td>
<td>7.33</td>
<td>1.8 \times 10⁵</td>
<td>1.07</td>
<td>16.7</td>
</tr>
<tr>
<td>PMB2</td>
<td>0.9192</td>
<td>6.26</td>
<td>1.7 \times 10⁵</td>
<td>1.02</td>
<td>16.2</td>
</tr>
<tr>
<td>PEB1</td>
<td>0.8628</td>
<td>0</td>
<td>2.2 \times 10⁵</td>
<td>1.08</td>
<td>16.6</td>
</tr>
<tr>
<td>PEB2</td>
<td>0.8637</td>
<td>0</td>
<td>2.2 \times 10⁵</td>
<td>1.08</td>
<td>16.6</td>
</tr>
</tbody>
</table>

TABLE II. Blend components and compositions.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Components</th>
<th>( \phi_{PMB} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>PMB1</td>
<td>0.161</td>
</tr>
<tr>
<td>B2</td>
<td>PMB1</td>
<td>0.099</td>
</tr>
<tr>
<td>B3</td>
<td>PMB2</td>
<td>0.160</td>
</tr>
</tbody>
</table>
III. EXPERIMENTAL RESULTS

The equilibrium thermodynamic properties of the PMB/PEB blends used in this study have been thoroughly investigated.44,45,48–50 The pressure dependence of the mean-field binodal \((T_b)\) and spinodal \((T_s)\) temperatures of the blends were calculated using Flory–Huggins theory.44,45 Most of our quenches were located between \(T_b\) and \(T_s\). All of the quenches on the B2 blend were performed at 1.00 kbar. Quenches on B2 are thus referred to by the quench pressure only. All of the quenches on the B1 and B3 blends were performed at the same temperature: 48°C for B1 and 58°C for B3. Quenches on B1 and B3 are thus referred to by the quench pressure only.

The samples were prepared for each phase separation experiment using a two-step procedure: a homogenization step followed by a cooling step. The homogenization step consisted of heating the sample well above the binodal at the lowest accessible pressure (109°C and 0.01 kbar for B1, 79°C and 0.01 kbar for B2, and 106°C and 0.03 kbar for B3) for a minimum of 15 min, to erase the effect of thermal and pressure history. For each blend, homogenization was within experimental error.44,45,48–51 However, \(\chi\) determined from off-critical blends is subject to substantial errors (±20%) due mainly to uncertainties in molecular weight and instrument calibration. To minimize the effect of these errors, the same blend used for the phase separation experiments was also used to determine \(\chi\) as a function of \(T\) and \(P\). At fixed pressure, we find that \(\chi\) is a quadratic function of \(1/T\) \((\chi=A+B/T+C/T^2)\). At very high pressures (3.10 kbar) \(C\) approaches zero.44,45,48–51 The values of \(A\), \(B\), and \(C\) at the relevant pressures for each of the blends are given in Table III. The other parameters required to compute \(I(q)\) using Eq. (1) were obtained by methods described in Ref. 43 and are given in Table IV.

In Fig. 2(a) we show SANS data obtained after each homogenization of B3 at 106°C and 0.03 kbar. It is evident from Fig. 2(a) that all of the profiles obtained after homogenization are within experimental error. Also shown in Fig. 2(a) is the theoretical \(I(q)\) of the blend calculated at 106°C and 0.03 kbar (solid curve), which is in good agreement with the data. After homogenization, the sample was then cooled at 0.03 kbar to 58°C. The data obtained after the cooling step are shown in Fig. 2(b). Again we find reasonable agreement between the data sets and the RPA calculation at 0.03 kbar to 58°C (solid curve), indicating that no phase separation takes place after the cooling step. It is important to note that the agreement between theory and experiment seen in Figs. 2(a) and 2(b) is obtained without any adjustable parameters. The increased scatter in the data in Fig. 2(b) is due to a change in SANS instrument configuration for the phase separation experiments that commence right after the cooling step.

Phase separation was initiated at time zero \((t=0)\) by a command to the pressure controller. The time dependence of the SANS profiles obtained during phase separation from

| TABLE III. The dependence of \(\chi\) on temperature at selected pressures for the B1 and B2 blends with a reference volume of 100 Å\(^3\), \(\chi=A+B/T+C/T^2\). |
|---|---|---|---|
| Pressure (kbar) | A \(\times 10^{-5}\) | B(K) | C(K\(^2\)) |
| 0.19 | 0.00181 | 1.402 | 355.33 |
| 0.27 | 0.00196 | 1.543 | 387.96 |
| 0.43 | 0.00227 | 1.824 | 453.24 |
| 0.51 | 0.00243 | 1.964 | 485.88 |
| 0.86 | 0.00271 | 2.276 | 570.96 |
| 1.00 | 0.00221 | 1.969 | 521.46 |

composition was within experimental error.44,45,48–51

\[ I(q) = \frac{b_1}{v_1} \left( \frac{b_2}{v_2} \right)^2 \left[ \frac{1}{N_1 v_1 \phi_1 P_1(q)} + \frac{1}{N_2 v_2 \phi_2 P_2(q)} - \frac{2\chi}{v_0} \right]^{-1} \]

where \(b_i\) is the neutron scattering length of the monomer in polymer chain \(i\) with a monomer volume \(v_i\), \(N_i\) is the number of monomer units with a volume \(v_i\) in polymer chain \(i\), \(\phi_i\) is the volume fraction of polymer \(i\), \(P_i\) is the Debye function of polymer chain \(i\), \(\chi\) is the Flory–Huggins interaction parameter, and \(v_0\) is a reference volume, which for this work is equal to 100 Å\(^3\). The Debye function is given by

\[ P_i(q) = \frac{2}{\chi^2} \left( e^{-x} + x - 1 \right), \]

where \(x = q^2 R_i^2\), \(R_i^2 = N_i l_i,\text{ref} / 6\) and \(l_i,\text{ref}\) is the statistical segment length of polymer \(i\).

Previous work on PMB/PEB blends indicated that the dependence of \(\chi\) on component molecular weight and blend

| TABLE IV. Parameters used for RPA and pseudospinodal calculations. |
|---|---|---|---|
| Parameter | PMB1 | PMB2 | PEB1 | PEB2 |
| \(N_i\) | 2465 | 2312 | 2630 | 2630 |
| \(v_i\) (Å\(^3\)/monomer) | 136.2 | 136.1 | 162.0 | 162.0 |
| \(l_i\) (Å) | 8.26 | 8.26 | 7.93 | 7.93 |
| \(b_i\) (Å\(^3\)) | 2.00 | 2.00 | 2.58 | 2.58 |

Downloaded 16 Nov 2005 to 129.6.122.161. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
FIG. 2. The scattering intensity, $I$, vs $q$ for the B3 blend after homogenization at (a) 106 °C and 0.03 kbar, and (b) 58 °C and 0.03 kbar just before initiating the pressure quench. Circles: 0.86 kbar, diamonds: 1.24 kbar, pluses: 1.66 kbar, triangles: 2.00 kbar, and squares: 3.10 kbar quench. The solid curves were calculated using Eq. (1).

selected quenches are shown in Fig. 3. In Fig. 3(a) we show typical data obtained during deep quenches (B1, $P = 0.86$ kbar). Here the scattering intensity increases rapidly and a peak is seen to develop at $q = 0.035$ nm$^{-1}$. In contrast, experiments at intermediate quench depths led to scattering profiles that are monotonic functions of $q$. An example of this is shown in Fig. 3(b) where we show data obtained from B1 during the 0.19 kbar quench. Data obtained from a very shallow quench is shown in Fig. 3(c) where we show data from B2 at 45 °C. Here we see only a slight increase in the low $q$ scattering ($q < 0.030$ nm$^{-1}$). Decreasing the quench depth further results in no phase separation. This is shown in Fig. 3(d) where we show data obtained from B2 at 65 °C, where the scattering curves at $t = 3$ and 975 min are within experimental error.

The time dependence of the intensity, $I$, at $q = 0.021$ nm$^{-1}$, the lowest accessible $q$, for the 40 °C quench on the B2 sample is shown in Fig. 4(a). We see three distinct stages: a stage where $I$ increases rapidly ($t < 92$ min), followed by a stage where $I$ increases slowly ($92 < t < 444$ min), and finally a stage wherein $I$ increases rapidly again ($t > 444$ min). In Ref. 17, we argued that the rapid increase seen in $I$ in the very early stages of phase separation in shallow quenches is due to the fact that a finite amount of time is required for the fluctuations to adjust to a change in pressure. We thus called this the fluctuation relaxation stage. The end of the fluctuation relaxation stage was determined by a least-squares two lines procedure. The procedure is as follows: the data at $t < 444$ min were divided into two groups (short time and long time) and the best least-squares lines were drawn through the two data sets. The point of division between the short time and long time regimes was varied systematically. The pair of lines, which minimized the sum of the square of the residuals, was chosen to describe the data. The end of the fluctuation relaxation stage is the time of the first data point in the long time group and is indicated by $\tau_F$ in Fig. 4(a). We observed this fluctuation relaxation process only in the shallowest quenches (i.e., quenches on the B2 sample to 45 °C, 40 °C, 35 °C, and the 1.24 kbar quench on the B3 blend), where phase separation happens relatively slowly. In the deeper quenches, it is likely that this process is overwhelmed by rapid phase separation. An example of such data is shown in Fig. 4(b) where we show data obtained from one of the quenches on B2 at 35 °C. Here we see an early stage where $I$ increases slowly with time ($t < 280$ min) followed by a late stage where $I$ increases rapidly with time ($t > 280$ min). Since we are interested in studying the early stages of phase separation, we do not discuss the data at $t < \tau_F$ in the remainder of this paper.

The crossover from the early stage where $I$ increases slowly with time to the late stage where $I$ increases rapidly with time is more gradual than the crossover from the fluctuation relaxation stage to the early stage (see Fig. 4). The time signifying the end of the early stage is given the symbol $\tau_E$. We estimated $\tau_E$ as follows: We first compute the mean intensity, $\bar{I}(t)$, and the standard deviation about $\bar{I}(t)$ at $q = 0.021$ nm$^{-1}$, $\sigma_E$, defined as

$$\sigma_E = \sqrt{\frac{\sum_{t=1}^{n} [I(t) - \bar{I}(t)]^2}{n-1}}$$

for at least 5 data points ($n \approx 5$). The sum of the average plus 2 standard deviations about the mean, $S_2 = \bar{I}(t) + 2\sigma_E$ is calculated. The next data point is then added to the set and $\bar{I}(t)$, $\sigma_E$, and thus $S_2$ are recalculated. If the value of $I(t)$ for the new data point is smaller than $S_2$, another point is added to the set and the procedure repeated. If the value of $I(t)$ for the new data point and for all times larger than $t$ is larger than $S_2$, then the previous point is designated $\tau_E$, the end of the nucleation stage. The value of $\tau_E$ thus obtained for B2 at 40 °C and 35 °C are shown in Figs. 4(a) and 4(b). The dashed lines in these figures represent 2 standard deviations above and below $\bar{I}(t)$ during the early stage of phase separation. We refer to this procedure for identifying the cross-over as the standard deviation procedure.

In Fig. 5 we show the quench depth dependence of $\tau_E$ for the blends from the quenches into the metastable region of the phase diagram only. We have used $\chi/\chi_c$, to indicate the quench depth, where $\chi$ is the Flory–Huggins interaction pa-
parameter at the $T$ and $P$ values at which the phase separation experiments were carried out, and $\chi_s$ is the value of $\chi$ at the spinodal computed at the quench pressure.\textsuperscript{16} The correspondence between the quench $T$ and $P$, and $\chi/\chi_s$ for each of the blends is given in Table V. It is evident in Fig. 5 that to a reasonable approximation, $\tau_E$ decreases exponentially with increasing quench depth. The curve through the data is the least-squares fit of an empirical equation.

$$\frac{\tau_E}{\tau_0} = \exp \left[ -E \left( \frac{\chi}{\chi_s} - 1 \right) \right] - 1.$$  \hspace{1cm} (4)

Since nucleation is an activated process, the time to cross the activation barrier, $\tau_E$, should depend exponentially on quench depth. At the spinodal ($\chi = \chi_s$), the barrier for nucleation should vanish and $\tau_E$ should approach a microscopic time scale that is much smaller than experimentally accessible time scales. Thus $\tau_E$ is set to zero at $\chi = \chi_s$ in Eq. (4). In Eq. (4), $E$ is a parameter that relates the quench depth to the nucleation barrier. The fit in Fig. 5 gives $\tau_0 = 28.8$ min and $E = 10.7$.

We now focus exclusively on the scattering data obtained during the early stage of phase separation defined as $t \leq \tau_E$, or $\tau_E \leq t \leq \tau_F$ if $\tau_F > 0$. A visual examination of the data in Figs. 3(a)–3(c) suggests that there exists a critical scattering vector $q_c$ such that $I$ increases with time at $q < q_c$ and $I$ is independent of time at $q > q_c$. These critical scattering vectors are shown by arrows in Fig. 3. We now describe the procedure that was used to arrive at $q_c$.

A least-squares line was used to describe the time dependence of $I$ at all $q$ during the early stage. In Fig. 6(a) we show an example of such data, obtained from B3 at $P = 1.66$ kbar. The slope of these lines gives $dI/dt$. The $q$-dependence of $dI/dt$, is shown in Fig. 6(b). We find that $dI/dt$ is large at low $q$, decreases rapidly with increasing $q$, and fluctuates near zero at high $q$. In the absence of noise, we would expect $dI/dt$ to be identically zero at $q > q_c$.

To obtain the first estimate of $q_c$, which we call $q_{c1}$, we use the same standard deviation procedure as was used to estimate $\tau_E$. We calculate $S_2$ for $0.11 \text{ nm}^{-1} \leq q \leq 0.10 \text{ nm}^{-1}$ and then add subsequent data points as we move from high to low $q$.\textsuperscript{53} The location of $q_{c1}$ is designated as the $q$, where $dI/dt$ at all $q \leq q_{c1}$ is greater than $S_2$ for $q > q_{c1}$. In Fig. 6(b), the dashed lines above and below the high $q$ data represent 2 standard deviations above and below the mean $dI/dt$ for $q > q_{c1}$. The second estimate of $q_c$, which we call $q_{c2}$, is obtained by the least-squares two lines procedure (the same method that was used to determine $\tau_F$). The solid lines in Fig. 6(b) show the results of this procedure.\textsuperscript{54} The location of the intersection of the two lines gives $q_{c2}$. The third method was also based on the least-squares two lines procedure except the slope of the second line, used to fit the high $q$ data, was set to zero. The solid lines in the inset in Fig. 6(b) show the results of this procedure. The arrows in Fig. 6(b) and the inset indicate the location of $q_{c1}$, $q_{c2}$, and $q_{c3}$.

We also used the standard deviation procedure to obtain three additional estimates of $q_c$. We calculated $\sigma(q)$, the standard deviation of $I$ at each $q$ during the early stage,

$$\sigma(q) = \sqrt{\frac{\sum_{i=1}^{m} (I(q,t) - I(q))}{m - 1}},$$  \hspace{1cm} (5)

where $I(q,t)$ is the intensity at each time during the early stage for a given $q$, $I(q)$ is the mean intensity at that $q$ during the early stage, and $m$ is the number of scattering profiles measured during the early stage. The $q$ dependence

FIG. 3. The time dependent scattering intensity, $I$, vs $q$ obtained from the B1 sample at 48 °C and (a) 0.86 kbar, and (b) 0.19 kbar and the B2 blend at 1.00 kbar and (c) 45 °C, and (d) 65 °C. The arrows indicate the location of $q_c$ during the early stage of phase separation.
of \( \sigma \) for the 1.66 kbar quench on B3 is shown in Fig. 7. We used the standard deviation procedure on \( \sigma(q) \) to obtain \( q_{c4} \), the least-squares two lines procedure to estimate \( q_{c5} \) and the least-squares two lines procedure with zero slope to obtain \( q_{c6} \). The results of these procedures on the B2 data at 1.66 kbar are shown by the arrows in Fig. 7.

We obtained six estimates of \( q_c \) by repeating the above described procedures on all of the data sets. In most cases, the least-squares two lines procedure with varying slopes gave the smallest \( q_c \) (\( q_{c2} \) and \( q_{c5} \)), while the standard deviation procedures gave the largest value of \( q_c \) (\( q_{c1} \) and \( q_{c4} \)). The locations of \( q_c \) as determined from these six methods are then averaged to yield our best estimate of \( q_c \); it is this averaged \( q_c \) that is shown by the arrows in Fig. 3.

Until this point we have focused on the data obtained during the early stages of phase separation. We stopped most of our experiments when rapid phase separation began (i.e., near \( t = \tau_F \)). However, in a few cases, e.g., B1 at 0.34 kbar, phase separation was allowed to proceed well past the early stage. Figure 8(a) shows scattering profiles at selected times obtained during this experiment. \( \tau_E \) for this quench is 58 min and \( q_c \) obtained by the methods given above is indicated in Fig. 8(a). It is evident from a visual inspection of Fig. 8(a) that the merge points, as indicated by the arrows, at \( t = \tau_E \) become time dependent. To quantify the change in the merge point with time, we calculated \( \Delta I \), the difference between the scattering intensity at a given time, \( I(t) \), and the scattering intensity at the first time data was recorded, \( I(t = 2 \text{ min}) \). We used the standard deviation method on the \( q \)-dependence of \( \Delta I \) to obtain the \( q \) value at which the \( I(t) \) data merged with the \( I(t = 2 \text{ min}) \) data. We use the symbol

![Image](https://example.com/image1.png)

**FIG. 4.** The scattering intensity, \( I \), vs time at \( q = 0.021 \text{ nm}^{-1} \) for (a) the 40 °C and (b) a 35 °C quench on the B2 sample. The dashed lines are equal to twice the standard deviation about the mean intensity during the early stage. The arrows indicate \( \tau_F \), the end of the fluctuation relaxation stage ([a] only), and \( \tau_E \), the end of the early stage.

![Image](https://example.com/image2.png)

**FIG. 5.** The quench depth dependence of \( \tau_E \) for B1, B2, and B3. The solid curve through the data is the best least-squares fit of \( \tau_E/\tau_0 = \exp[-B(x/x_s - 1)] \), where \( \tau_0 = 28.8 \text{ min} \) and \( B = 10.7 \).

<table>
<thead>
<tr>
<th>Quench</th>
<th>( T ) (°C)</th>
<th>( P ) (kbar)</th>
<th>( x/x_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>0.19</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>0.27</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>0.34</td>
<td>0.89</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>0.38</td>
<td>0.90</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>0.43</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>0.51</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>0.86</td>
<td>1.06</td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>0.19</td>
<td>0.83</td>
<td>0.55</td>
</tr>
<tr>
<td>48</td>
<td>0.27</td>
<td>0.86</td>
<td>0.68</td>
</tr>
<tr>
<td>48</td>
<td>0.34</td>
<td>0.89</td>
<td>0.71</td>
</tr>
<tr>
<td>48</td>
<td>0.38</td>
<td>0.90</td>
<td>0.76</td>
</tr>
<tr>
<td>48</td>
<td>0.43</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>0.51</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>0.86</td>
<td>1.06</td>
<td></td>
</tr>
<tr>
<td>B3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>0.86</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>1.24</td>
<td>0.81</td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>1.66</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>2.00</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>3.10</td>
<td>1.05</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE V.** Value of \( x/x_s \) for each quench.
\( q_{\text{merge}} \) to describe this \( q \) value. The time dependence of \( q_{\text{merge}} \) thus obtained from sample B1 quenched to 0.34 kbar is shown in Fig. 8(b).\(^{55}\) It is evident that \( q_{\text{merge}} \) is more-or-less time independent for \( t \leq \tau_E \), and \( q_{\text{merge}} \) increases with time for \( t > \tau_E \). We thus see that the changes in SANS profiles during the early stages \((t < \tau_E)\) are similar to those depicted in Fig. 1(a). This enables the determination of a time-independent critical scattering vector \( q_c \). As phase separation proceeds, the scattering from the phase separated structure overwhelms the scattering from concentration fluctuations at \( t = 0 \) and we observe the scattering signature described in Fig. 1(c). In this stage, the merging of scattering curves is of little significance since it only reflects the \( q \) value at which the scattering from the two-phase structure equals the scattering from the background. The scattering signature described in Fig. 1(b), indicating a crossing of scattering curves at \( q_c \) was not evident in any of our experiments.\(^{56}\)

IV. DEPENDENCE OF \( q_c \) ON QUENCH DEPTH

Following the arguments given in the Introduction and in Refs. 16 and 17, we define the critical length scale \( R_c = 1/q_c \). In Fig. 9 we show the dependence of the critical length scale on quench depth by plotting \((R_s/R_c)^2\) versus \(\chi/\chi_s\) for all three blends, where \(R_s\), the radius of gyration of the homopolymers used in this work, equals \(16 \pm 1\) nm. The error bars shown in Fig. 9 are calculated from the standard deviation of the six \( q_c \) values determined by the methods given in the preceding section.

Cahn and Hilliard developed an extension of the classical nucleation theory for metastable systems very close to the spinodal curve.\(^5\) They found that in order for spontaneous growth of the new phase to occur, the initial nuclei were required to exceed a critical size. However unlike in the classical theory, the initial nuclei in Cahn and Hilliard’s theory did not have the same composition as the composition of the new stable phase nor was it uniform. Their theory provided equations for the dependence of both the critical size and composition of the initial nuclei on quench depth close to the spinodal curve. The equation for the dependence of \( R_c \) on quench depth by Cahn and Hilliard is\(^{5,57}\)

\[
\left( \frac{R_s}{R_c} \right)^2 = \left( \frac{2 \chi N}{0.73} \right)^2 \phi (1 - \phi) \frac{1}{2} \frac{1}{2} \sqrt{1 - \frac{2}{\chi N} - \phi} \times \left( \sqrt{1 - \frac{2}{\chi N}} \right) (\chi/\chi_s < 1, \text{i.e., nucleation}) (6)
\]
The composition of the initial structures formed during phase separation is outside the scope of this work, and thus this aspect of the theory is not addressed. For systems located in the unstable region of the phase diagram where phase separation occurs by spinodal decomposition, Cahn predicted that  

\[ \left( \frac{R_g}{R_c} \right)^2 = 3 \left( \frac{\chi}{\chi_s} - 1 \right) \]

(7)

The dashed curves in Fig. 9 are the theoretical prediction for the dependence of \( \left( \frac{R_g}{R_c} \right)^2 \) on quench depth using Eqs. (6) and (7). It is evident that the Cahn–Hilliard theory predicts that \( R_c \) increases with increasing quench depth in the nucleation regime (\( \chi/\chi_s > 1 \)). This leads to a discontinuity at the spinodal. In contrast, we find that \( R_c \) decreases with increasing quench depth, and there is no discontinuity at the spinodal (Fig. 9). The solid lines through our experimental measurements in Fig. 9 are least-squares linear fits. Extrapolations based on these fits give experimental estimates of \( \chi/\chi_s \) where \( R_c \) may diverge. These estimates are 0.68 for B1, 0.60 for B2, and 0.68 for B3 and are indicated by the arrows in Fig. 9.

The data in Fig. 9 indicate that either the theories of phase separation kinetics of polymer blends in metastable and unstable systems are incorrect or that the equilibrium properties of polymer blends are not as well understood as commonly believed. The phase diagrams for the blends used in this work were calculated using the Flory–Huggins theory using parameters given in Tables III and IV. The resulting binodal and spinodal curves are shown in \( \chi N \) versus \( \phi_{PMB} \) format in Figs. 10(a) and 10(b). The experimental signatures and significance of these curves is discussed in Refs. 44 and 45.

It is recognized that mean-field theories such as the Flory–Huggins theory are limited to systems where the effects of concentration fluctuations are negligible. Mean-field theories thus break down near the spinodal (curves labeled S in Fig. 10), the locus of points where the characteristic length and amplitude of the concentration fluctuations are predicted to diverge. The Ginzburg number (\( Gi \)) is a measure of the relative importance of concentration fluctuations on thermodynamics. For high molecular weight polymers, de Gennes showed that \( Gi \sim 1/N \), which suggests that \( Gi \) is small for large \( N \). This led to the conclusion that mean-field behavior was expected in polymer blends except for very thin regions near the spinodal (the “width” of these regions is of order 1/N). The validity of this conclusion rests on the answers to the following questions: (1) What is the value of \( N \) at which the de Gennes scaling is obtained? (2) What is the prefactor of the \( Gi \sim 1/N \) scaling?

Wang and Wood conducted a systematic study of the influence of concentration fluctuations on the phase diagram of polymer blends. They calculated the characteristics of...
blends with $\phi_1 = 0.16$ and $N = 3000$ (corresponding to blends B1 and B3) and found that (1) the onset of the $\chi N \sim 1/N$ scaling occurs only at $N > 10^5$, and (2) the prefactor in the $\chi N \sim 1/N$ scaling law is of order $10^5$. They thus provided quantitative answers for the two questions raised above. These answers lead to the surprising conclusion that the role of fluctuations is important over wide regions of the phase diagram of high molecular weight polymer blends ($N \approx 3000$). In the Wang–Wood theory, the length scale (and amplitude) of the concentration fluctuations reach a finite maximum at finite quench depths below the binodal. The locus of points corresponds to this maximum, is called the pseudospinodal in Ref. 39. The pseudospinodal is thus interpreted as the limit of metastability for a binary polymer blend. The analytical expression for $\chi_{\text{ml}}$ ($\chi$ at the metastability limit) is

$$\chi_{\text{ml}} = \chi_s \left[ 1 - 2.5 \left( \frac{l_1}{\bar{V}} \right) \left( \frac{V_1 V_2}{\bar{V}} \right)^{1/3} \right] \left( \frac{\left[ \phi_1 (1 - \phi_1) V_1 V_2 \right]^{2/3}}{\phi_1 (1 - \phi_1) V_1 V_2} \right),$$

where $V_i = N_i v_i$, $l_i = V_i R_i^2$, $\bar{V} = \phi_1 V_1 + (1 - \phi_1) V_2$, $\bar{R} = \phi_1 l_1 + (1 - \phi_1) l_2$, $R_{\text{c}}$ is the end-to-end distance of polymer $i$ and is given by $R_i^2 = N_i l_i^2_{\text{ref}}$. The curve labeled M in Fig. 10 is the metastability limit ($\chi_{\text{ml}} N$ vs $\phi_{\text{PMB}}$), calculated using Eq. (8). All of the parameters required to compute the metastability limit have been measured independently and are given in Table IV.

The relationship between $\chi_{\text{ml}}$ and our experiments is shown in Fig. 10. The solid diamonds indicate the values of $\chi N$ for each of the quenches where we observed phase separation. All of these quenches are deeper than the metastability limit. The values of $\chi N$ for the two quenches where we did not observe phase separation, during the time scale of our experiments (18 h), are shown by the open diamonds. These two quenches are shallower than the metastability limit. Thus, the theoretical and experimental metastability limits are in quantitative agreement. This agreement, which was also noted by Wang in Ref. 39, is obtained without any adjustable parameters. The terms pseudospinodal and metastability limit are thus interchangeable. It is worth noting that the experimental conclusions are based on kinetic data obtained from quenches deeper than the metastability limit, while the theory only addresses the equilibrium properties of systems at quench depths that are shallower than the metastability limit. The values of $\chi N$, where $R_{\text{c}}$ diverges, indicated by the plus signs in Fig. 10, lie between the binodal and the metastability limit.

The Wang–Wood theory provides an explanation for the departure between theory and experiment seen in Fig. 9. Since our phase separation experiments were conducted in the regime where the Ginzburg number is large, the kinetics of phase separation must be affected by concentration fluctuations. Such fluctuation-mediated phase separation is outside the scope of the Cahn–Hilliard theory. A detailed understanding of the dependence of the critical length scales on quench depth (Fig. 9) requires theories that capture the role of fluctuations during phase separation in systems beyond the metastability limit.

V. CONCLUDING REMARKS

The main purpose of this study was to use blends of high molecular weight polymers as model systems for studying the initial stages of nucleation in metastable systems. We found that the scattering signature for the critical length scale, $R_{\text{c}}$, of the initial structures formed during phase separation was a time independent critical scattering vector, $q_{\text{c}}$, and $R_{\text{c}} = 1/q_{\text{c}}$. We have established methods for determining $R_{\text{c}}$. We found that $R_{\text{c}}$ decreases with decreasing quench depth and diverged between the binodal and spinodal curves. This result is not in agreement with well-established classical theories dealing with polymer blend thermodynamics and phase separation kinetics. The reason for the lack of agree-
ment is addressed in the recent theories of Wang and Wood\cite{12,3} who showed that our experiments were carried out in a regime where the phase behavior is strongly effected by concentration fluctuations.
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21 We showed in Ref. 17 that the growing structures were self-similar, regardless of time and quench depth. Thus, the prefactor must be the same for all of the quenches.


