
Hydra&on-­‐dependent	
  dynamics	
  of	
  
confined	
  water	
  

Christopher	
  E.	
  Bertrand	
  	
  
(christopher.bertrand@nist.gov)	
  

	
  
NIST	
  Center	
  for	
  Neutron	
  Research,	
  Gaithersburg,	
  MD	
  

	
  
February	
  5th,	
  2013	
  

	
  Low-­‐Q	
  Seminar	
  



Overview	
  

•  Proper&es	
  of	
  water	
  

•  Single-­‐par&cle	
  dynamics	
  of	
  bulk	
  water	
  

•  Single-­‐par&cle	
  dynamics	
  of	
  confined	
  water	
  

•  Hydra&on-­‐dependent	
  dynamics	
  of	
  confined	
  water	
  



240 260 280 300 320 340 360
960

970

980

990

1000

Temperature (K)

D
en

si
ty

 (k
g/

m
3 )

VOLUME 77, NUMBER 1 P HY S I CA L REV I EW LE T T ER S 1 JULY 1996

FIG. 2. Excitation energies, VsQd from the DHO model,
for the new high resolution data (e, de ≠ 1.4 meV) and
from previous IXS experiments (h, de ≠ 3.2 meV [6]; ±,
de ≠ 5.0 meV, [5]). The open symbols refer to the dispersing
excitation and the full diamond to the weakly dispersing ones.
The dotted line, with a slope of 3200 mys results from a fit
for Q $ 4 nm21. The inset shows an enlargement of the low
Q region, where the transition from fast toward normal sound
takes place, as emphasized by the two lines corresponding to
the fast and normal sound branches.

Fig. 3 together with INS data [4] and MD simulations data
[2,3]. The speed of sound decreases from y` to 2000 mys
at Q ≠ 1 nm21. This reduction is well reproduced by
the MD calculation of Sciortino and Sastry [3], although
at Q larger than 6 nm21 the agreement is much less
satisfactory. In this region the potential model used by
Balucani et al. [2] shows a better consistency.
A possible relation between the dispersion of the

longitudinal dynamics and the feature at 4 5 meV was
first pointed out by Sastry, Sciortino, and Stanley in a MD
calculation performed at Q values larger than 3.3 nm21

FIG. 3. Values of the sound velocity ysQd ≠ VsQdyQ deter-
mined from the present s¶d, previous IXS (h [6], ± [5]), previ-
ous INS data (full n), and MD simulations (1 [2], 3 [3]). The
full and dashed line represent the infinite- and zero-frequency
limit as derived in Ref. [2].

[14]. These authors derived the mode dispersing with fast
sound, as well as a second one with very small dispersion
at ¯4 6 meV . This last mode was associated to the O-
O-O bending. In view of the strong similarities in the
longitudinal dynamics of liquid and solid water [6], a
study of the ice crystal can shed further information on
the nature of the weakly dispersing feature, and on its role
in the transition from normal to fast sound.
In Fig. 4 we report IXS data of the SsQ, vd for an ice

polycrystal at selected Q values and the corresponding
fits. Data taken along the (10-11) direction in an ice
single crystal are almost identical to those of Fig. 4. The
measurements were performed at 210 ±C, with 3.2 meV
energy resolution. At low Q the spectra are dominated
by a feature dispersing with Q, which is identified with
the longitudinal acoustic phonon branch, LA [6,15]. The

FIG. 4. The IXS spectra of polycrystalline H2O ice Ih at
210 ±C, taken at the indicated Q values with 3.2 meV and
0.4 nm21 energy and momentum resolutions, are reported
together with their fits. The longitudinal acoustic and the
transverse optical phonons are labeled with LA and TO,
respectively. The experimental data are normalized to the
maximum of the LA Stokes peak. On this point, the count
rates were ¯1 countys at all the investigated Q values. The
integration time for each data point was 180 s at Q ≠ 2 and
6 nm21 and 90 s at Q ≠ 10 and 14 nm21. The data s±d, shown
with the error bars, are superimposed to the fit (solid line). The
fit was made by the convolution of the experimental resolution
function with two pairs of Lorentzians representing the LA
and TO Stokes and anti-Stokes peaks. A fifth Lorentzian was
used to account for the small elastic intensity probably due to
residual disorder in the polycrystal. In the inset we report the
dispersion relation for the LA and TO branches. The speed of
sound of the LA branch is 3200 mys. Note that the TO peak
can be observed only at Q larger than 7 nm21.
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solved for the interaction potential using the Ornstein-
Zernike !OZ" integral equation with the hypernetted chain
!HNC" closure, given an experimental or simulated gOO!r" as
input.5 When the resulting isotropic OZ/HNC potential is
simulated with molecular dynamics, it yields a reasonable
estimate of gOO!r", but there are differences with the target
TIP4P-Ew structure due to approximations introduced by the
HNC closure. The potential can be made more accurate by a
numerical procedure which starts with the OZ/HNC solution
as input to an EPSR procedure8 in which the isotropic poten-
tial is perturbed by a constraint on the allowed giso!r",

vi
iso!r" = vi−1

iso !r" + kBT log# gi−1
iso !r"

gOO
TIP4P-Ew!r"$ , !22"

and then iterated to self-consistency. We note that to achieve
accurate results the large r portion of vg

iso!r" must be handled
with care. The resulting numerical pair potentials are shown
in Fig. 2 for a number of different state points. It can be seen
that this potential has two length scales, which has been
shown to be a necessary, but not sufficient, condition to give
anomalous properties similar to those of water.6,28 The two
length scales become more energetically distinct as tempera-

ture is lowered %Fig. 2!a"&, but they collapse into one length
scale at higher density %Fig. 2!b"&.

C. Isotropic simulations

The derived numerical isotropic pair potentials were fit
using a spline interpolation and simulated using molecular
dynamics in the canonical ensemble. The potentials were
truncated using the switching function S described above,
where the cutoffs were chosen as Rlower=15 Å and Rupper
=16 Å for all !"1.7 g/cm3. For higher ! they were set as
Rlower=10–12 Å to maintain the highest fidelity to the
gOO

TIP4P-Ew!r" out to the full box size. A time step of 3 fs was
used with equilibration times as per the TIP4P-Ew simula-
tions and using the positions of the TIP4P-Ew oxygens from
the corresponding state point as the start configurations.
Nose-Hoover thermostats were again used to control tem-
perature with the same frequencies as for the TIP4P-Ew
simulations.

IV. RESULTS

A. Thermodynamic properties

Thermodynamic properties can be extracted in several
ways from the coarse-grained potentials we derive. One
could, for example, choose the potential from a single repre-
sentative state point and use it to calculate thermodynamic
properties at other state points. Such an approach would be
similar in spirit to other studies where an isotropic pair po-
tential is used to mimic certain aspects of water.5,6,28,29 How-
ever, one could also derive a separate potential at each state
point of interest and calculate thermodynamic properties
with this family of potentials.24,30 Although this does require
a separate simulation with the more complex interaction at
each state point in order to derive the simpler isotropic po-
tentials, we choose to follow this route because it helps high-
light the issue of representability.

By construction both models should have the same iso-
thermal compressibility, #T through Eq. !10", which we con-
firmed through direct comparisons. The pressure can be ac-
cessed through an integral of the compressibility over the
density, and we confirm that the coarse-grained model agrees
with the reference TIP4P-Ew system, as it should be con-
struction %Fig. 3!a"&, but noting that to achieve good agree-
ment special care should be taken to correctly sample the
large r limit of g!r".31 Numerical simulation and their ex-
trapolations to large r !Ref. 32" still introduce some uncer-
tainty in the large r limit of the pair correlation function.
Although it is then possible to construct the entire PV dia-
gram through this route to generate the correct thermody-
namics, this is less instructive as it involves an inversion at
each state point and thus cannot be measured independently
of the reference system.

We have also measured the virial pressure for our isotro-
pic potential through the standard equations derived for a
pairwise potential system,2

FIG. 2. !Color" Isotropic potentials derived through the pair correlation
route. !a" The family of isotropic potentials derived from the TIP4P-Ew
gOO!r" at P=1 atm and for temperatures of 235.5, 248, 260.5, 273, 285.5,
298, and 310.5 K. !b" The family of isotropic potentials derived from
TIP4P-Ew gOO!r" at T=235.5 K and for densities of 0.9, . . . ,1.29 g/cm3.
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In comparison to the density difference between high- and low-
density amorphous H2O ice (about 25%, measured at much
lower temperatures), the observed difference is small. The rea-
son, to our best speculation, might be a combined effect of con-
finement, isotopic difference, and temperatures. Note that the
accuracy of the absolute density we determined depends on
the background subtraction and the scaling. However, the relative
shape of the density profiles is independent of the analysis.

Another remarkable feature of the density profiles is that a
clear minimum is observed at each measured pressure. The mini-
mum temperature Tmin decreases from 210 to 170 K as the pres-
sure is increased from ambient to 2,900 bars. Poole et al. have
proposed that the occurrence of such a density minimum is an
indication of full development of a defect-free random tetrahe-
dral network (RTN) of the hydrogen bonds (36). Below Tmin the
completed RTN shows normal thermal contraction as the tem-
perature is further lowered. Our results therefore imply that at
higher pressures, the RTN can be reached only at lower tempera-
tures. This is a consequence of the fact that the enthalpically
favorable hydrogen-bonded RTN has a lower density compared
to its less developed counterpart.

We now consider whether the observed density hysteresis can
be related to a liquid–glass transition of confined heavy water
(37–39), as distinct from a glass transition, in which the macro-
scopic observables may depend on the thermal history of the
system. In the literature, the glass transition temperature of bulk
H2O at ambient pressure is commonly accepted to be around
130 K (40, 41) and is suggested to be modified to be about
160 K (42, 43). It is expected to be even lower at elevated pres-
sures. Moreover, the structural relaxation time of the confined
H2O was reported to be in the order of a few nanoseconds at
around 220 K at ambient pressure (44, 45) and even faster at ele-
vated pressures (46). Note that in our experiments we scan at
0.2 K∕min, which is many orders of magnitude slower than
the structural relaxation time of the confined water. Therefore,

it is apparent that the maximum hysteresis we observe in confined
D2O at high pressures happens far above the glass transition.

To further support our conclusion, we measured the Q-depen-
dent generalized librational density of states G(E) of H2O con-
fined in MCM-41-S at ambient pressure. Here, we measured
H2O rather than D2O because of the dominance of incoherent
scattering from hydrogen. Many properties of D2O differ from
H2O by a shift of about a few degrees, but the topologies of their
phase diagrams are expected to be similar in the region under
current investigation. Hence, for our purposes, it is reasonable
to use H2O rather than D2O in this measurement. The G(E)
was measured twice using the filter analyzer neutron spectro-
meter (FANS) at NCNR, both times at T ¼ 180 K, P ¼
2;500 bars. This state point is presumably close to the maximum
density difference between the cooling and warming scans of D2O
confined in MCM-41-S. The sample is prepared in such a way
that it approaches the same T-P point from two different paths:
a cooling approach and a warming approach as explained in
Materials and Methods. The measurement time is 18 h per run.
As one can see from Fig. 4, the difference between the two
measured G(E) is slightly larger than their error bars. The same
confined water sample is also measured at 10 K, at which tem-
perature water should have already solidified in an amorphous
form for the same reason that the homogenous nucleation is sup-
pressed. For comparison, an additional measurement of the bulk
crystalline ice is performed at 30 K, 1 bar. The G(E) of crystalline
ice is characterized by a sharp increase in the energy range from
65 to 70 meV, whereas that of our confined water gradually
increases from 40 to 70 meV. This difference implies that water
confined in MCM-41-S does not crystalize. From inspection of
the spectra of confined water, one can tell that the G(E) at 180 K
measured from the two different approaches slightly differs from
the amorphous solid water at 10 K. Indeed, the density of states of
amorphous ice and liquid water are not expected to be radically
different.

0.15 0.20 0.25 0.30 0.35
0.00

0.01

0.02

0.03

0.04

0.05

2,900 bars

I(
Q

) 
(a

rb
. u

ni
ts

)

D

0.15 0.20 0.25 0.30 0.35
0.00

0.01

0.02

0.03

0.04

0.05

1,000 bars

I(
Q

) 
(a

rb
. u

ni
ts

)

C

0.15 0.20 0.25 0.30 0.35
0.00

0.01

0.02

0.03

0.04

0.05

I(
Q

) 
(a

rb
. u

ni
ts

)

1 bar

BA (10) peak
Fig. 2. This figure demon-
strates that the neutron
diffraction intensities can
be fitted with the model
described in Materials and
Methods. (A) Schematic re-
presentation of a D2O hy-
drated MCM-41-S nano-
porous silica crystallite
(pore diameter 2R≈15 Å"
2 Å). (B–D) The elastic neu-
tron diffraction intensity
IðQÞ at three pressuresmea-
sured by SPINS at NCNR.
The structure factor peak
at around 0.21 Å−1 comes
from the (10) plane of the
2D hexagonal arrangement
of the water cylinders in
the crystallite. The peak
height is proportional to
the square of the differ-
ence of neutron SLD be-
tween the confined D2O
and the silica matrix and
therefore is a sensitive indi-
cator of the average mass
density of D2O in the pores.
By fitting with Eq. 1, the
temperature-independent
background (green dashed
line) and the temperature-
dependent elastic dif-
fraction intensities (blue
dash-dotted line) can be
separated accordingly.
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noticeable than the one from 225 to 220 K, already suggests
the existence of a transition. The normalized data were ana-
lyzed using the equation,

S!Q ,"#!pR!Q0 ,"#"qFT$FH!Q ,t #R!Q0 ,t #%, !1#

where q!1#p , R(Q0 ,t) is the Fourier transform of the
experimental resolution function, R(Q0 ,"). FH(Q ,t) is cal-
culated according to the equations of RCM. Both FT

s and C1
s

were calculated using the parameters obtained from MD
simulations, which are in agreement with experimental
results.20 Each series of constant angle spectra recorded at
any investigated temperature !12 and 14 spectra in the case
of DCS and HFBS, respectively# have been fitted altogether,
using four (Q and " independent# parameters, namely, &0 ,
&R , ', and (, with satisfactory results. In the case of DCS
the dependence of Q on " has been taken into account. The
parameter p !mac-1219-7: p!0.07; mac-0124-4: p!0.08)
represents the area of the elastic contribution arising from the
glass matrix, determined from the high temperature spectra,
where it clearly superimpose on the quasielastic broadening.

Figure 2 reports the temperature dependence of the prod-
uct (', as obtained from the fit. The inset shows the behavior
of (. In the measured temperature range, both DCS and
HFBS spectra give ()0.5, roughly constant in T . The prod-
uct (' is the actual exponent of the Q-dependence of the
ISF. One knows that ('!2 for a free diffusion case. The
value of (' in Fig. 2 starts from 1.3 at 325 K. It decreases
gradually until just before T)225 K. It drops from 0.80 to
0.25 just before and after this temperature, and further to
nearly 0 at 200 K. This precipitous drop of (' signals a
drastic change of the dynamical behavior of water at 225 K.
()0.5 clearly indicates that the long-time dynamics of wa-
ter is nonexponential. Nonexponential behavior is common
in supercooled liquids close to the kinetic glass transition.
The decreasing value of ' with temperature have already
been reported for supercooled confined water in vycor glass.7
The vanishing value of (' indicates the Q-independence of

the ISF. We thus suggest that at 200 K water is structurally
arrested. It should be noted that the nonexponential and sub-
diffusive behavior is retained also at room temperature,
whereas in MCM with larger pores ($20 Å) a diffusive dy-
namics is recovered in the limit of high temperature.23

Figure 3 shows the temperature dependence of the aver-
age translational relaxation times, *&0+! (&0 /() ,(1/(),
where , is the gamma function, &0 and ( are the character-
istic relaxation time and the stretch exponent of the transla-
tional dynamics, respectively !defined in Sec. III#. *&0+ has
been fitted to a VFT law, *&0+!&V exp-DT0 /(T#T0)., for T
/230 K, obtaining ideal glass transition temperatures T0
!200 K with D!1.47 and T0!170 K with D!4.62 in the
case of mac-1219-7 !18 Å pore size# and mac-0124-4 !14 Å
pore size#, respectively. A critical law, which is usually used
for bulk supercooled water, would fit the data above 240 K,
but deviates from the data below 240 K. At T0225 K, there

FIG. 1. QENS spectra at four temperatures, just above and below the strong-
to-fragile transition. The continuous line represents the result of the fit; the
dashed line is the elastic component; the dotted, dash-dot, and dash-dot-dot
lines represent contributions to the scattering from the first three terms of the
Sears expansion, respectively.

FIG. 2. This figure gives the temperature dependence of (', which is the
exponent expressing the Q-dependence of the translational ISF. Note that
the figure shows a sharp break at )225 K. The inset reports the temperature
dependence of the stretch exponent (.

FIG. 3. Temperature dependence of the average translational relaxation
times plotted in log(*&0+) vs T0 /T scale. In panels a and b, solid lines are the
fit to the VFT law for T/230 K and to the Arrhenius law !straight dashed
lines# for T0225 K. Tx is the temperature at which the two laws intersect
(Tx

#1!T0
#1#kBD/EA).

10845J. Chem. Phys., Vol. 121, No. 22, 8 December 2004 Fragile-to-strong liquid transition in supercooled water
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Figure 1. Projections in the xy plane of the snapshots of the water configuration inside the silica cavity at T = 300 K. A portion of the silica
surface is shown. The larger spheres are silicon atoms. Left: Nw = 380, right: Nw = 216.

Figure 2. Density profiles of water oxygens along the MCM-41 pore.
In the panel on the left: low hydration case, Nw = 216. In the panel
on the right: high hydration case, Nw = 380. The density profiles are
drawn up to where the substrate atoms start to be present.

In this paper we report results obtained with a number of
water molecules Nw = 216, low hydration case, and Nw =
380, high hydration case.

3. Structure

The snapshots of our systems reported in figure 1 show that in
the low hydration case the water molecules are mainly attached
at the surface.

The density profiles of water oxygens in MCM-41 along
the radius of the pore, R =

√
x2 + y2 in our geometry, for the

two different hydrations are reported in figure 2.
We observe that in both cases a double-layer structure

close to the surface is formed. For Nw = 380 the water
molecules are distributed more homogeneously in the region
close to the centre of the pore.

We also compare in figures 3 and 4 the density profiles
of oxygens of water confined in MCM-41 with the density

Figure 3. Density profiles of water oxygens along the pore. In the
panel on the left: water in MCM-41 with Nw = 380. In the panel on
the right: water confined in Vycor with Nw = 2600 hydration.
Proportion between the pores have been respected in the x axis. The
density profiles are drawn up to where the substrate atoms start to be
present.

profiles of oxygens of water confined in Vycor. The latter
profiles were obtained in previous simulations [5, 6, 35, 36],
where the pore of Vycor was modelled with a diameter of 20 Å.

In figure 3 we show the two high hydration cases and we
note that the formation of a double-layer structure close to the
substrate is more evident in MCM-41 and that approaching
the centre of the pore large differences are visible. The
density profile in Vycor is more homogeneous with respect to
MCM-41.

In more detail the first layer of water in MCM-41 is shifted
closer to the substrate. The second layer is also shifted towards
the surface in MCM-41 and it is more well defined than in
Vycor. These findings show differences in the composition
of the surfaces offered to water in the two cases. Similar
considerations can be applied to figure 4 where we show
the two low hydration cases. In particular, the double-layer
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FIG. 3. Collapse of confined liquid water relaxation times for different pore
sizes and at different external pressures. Primary graph is for T > Tm(p, R).
The data are from our simulation results and experimental results.3, 27–31 Inset
graph is for relaxation times of crystal-like state, i.e., T < Tm(p, R). It includes
our simulation results and remaining data taken from Refs. 3 and 27–30.

Previous simulation34 and experiment3, 27–29 studies have
indicated that confined liquid water undergoes an abrupt
crossover in the temperature scaling of its relaxation time.
This crossover is a manifestation of a transition between the
liquid and crystal-like regimes, which we turn to now.

RELAXATION OF CRYSTAL-LIKE STATES

Molecular motion of crystal-like states in confinement
takes place preferentially near the water pore interface, where
the molecules are locally disordered. Like defect motion in
a bulk crystal, though with a smaller barrier due to the pres-
ence of the interface, the temperature dependence of such mo-
tion is expected to be Arrhenius. The inset of Fig. 3 shows
experimental and simulation data for the average time for a
particle to displace one molecular diameter as a function of
temperature at conditions where water in the core is ordered.
Plotted is experimental data for T < Tm(R) and simulation
results for R = 17.5 Å. We find that this motion is activated
with a barrier of !20 kJ/mol, and an attempt frequency 1/τm

≈ 2 ps−1. There is negligible dependence on radius of con-
finement within the range considered.

By combining the information of the phase diagram with
our understanding of the mobility in each state we can pre-
dict the observed equilibrium behavior of the relaxation time.
We find that there are three different pore size regimes, each
with a distinct temperature dependence of τ . These regimes
are highlighted in Fig. 4. First, for larger pores, R > 2ℓs, the
onset to glassy dynamics is close to Tm(p, R), therefore an
equilibrium measurement should show little temperature de-
pendence for T > Tm(p, R) and an Arrhenius temperature de-
pendence for T < Tm(p, R) reflecting the relaxation behav-

mW model experiment

crystal-like 
states

liquid
states

R = 17.5Å

R = 10.0Å

R = 5.0Å

R = 17.5 Å

R = 10.0 Å

R = 5.0 Å

To(Rp) ≈ Tm(p,R) > 0

To(Rp) > Tm(p,R) > 0

Tm(p,R) = 0

J(p,Rp)
J

To

T
− To

To(p,Rp)

FIG. 4. Transport behavior for different pore sizes as indicated. Data are
from simulation results (black points) and experimental results (red points).
Lines are predictions based on our phase diagram and scaling relations. Ver-
tical dashed line in the middle panel locates the boundary between liquid and
crystal-like states, i.e., where T = Tm(p, R).

ior of the crystal-like states. For smaller pores close to but
larger than ℓs, the onset temperature is greater than Tm(p, R),
therefore an equilibrium measurement should show parabolic
temperature dependence for T > Tm(p, R), and a crossover to
Arrhenius behavior for T < Tm(p, R). For very small pores, R
< ℓs (but still larger than a molecular diameter), Tm(p, R) = 0
therefore an equilibrium measurement should show parabolic
temperature dependence for T < To. Figure 4 shows that each
of these regimes are observed both in simulation and in ex-
periment.

We are not the first to suggest that the abrupt crossover
in relaxation might be linked to crystallization.35 Some may
have disregarded this possibility due to the absence of a freez-
ing peak in the heat capacity, measured by differential scan-
ning calorimetry. Our analysis shows that the absence of this
peak is due to the pore size being close to ℓs. When R ≈ ℓs,
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2(R + λ)

L

FIG. 1. Oxygen atoms of water (the red particles) confined in a molecular
simulation to a nanopore of length L with a disordered hydrophilic surface
chosen to mimic silica in the material named MCM-41.6 The radius of the
pore is R + λ, where λ is the thickness of an amorphous water mono-layer
adjacent to the pore surface. See text.

The melting curve for small 1/R shown in Fig. 2 follows this
equation.

The second relevant length emerging from the theory
manifests fluctuations that destabilize order. Specifically, fluc-
tuations renormalize the first length to yield

ℓs = ℓm/(1 − Ts/Tm) ≈ 0.91 nm, (2)

where Ts stands for the temperature below which a bulk amor-
phous phase of water is unstable. It is generally pressure de-
pendent, but according to our simulation studies of one wa-
ter model,14 the ratio Ts(p)/Tm(p) is pressure independent. We
therefore omit explicit reference to its pressure dependence
in Eq. (2). Experimentally, it is difficult to measure Ts, so in
order to estimate it for water we rewrite the ratio as Ts/Tm

= (Ts/Tρ max)(Tρ max/Tm) where Tρ max is the temperature of
maximum density at low pressure (Ref. 14 uses the symbol
To for that temperature). We write these ratios because we
have found previously that Tρ max represents the relevant en-
ergy scale for supercooled water thermodynamics. Therefore,
we expect that for any reasonable model of water Ts/Tρ max

will be independent of the specific choice of model. As such,
it can be extracted from simulation, with which we find it to be
Ts/Tρ max = 0.76.14 The second term, Tρ max/Tm, is a model de-
pendent constant, often close to unity and its value for water is
known experimentally to be 1.01.9 We use that value. There-
fore, we predict that Ts(1 atm) = 210 K for water. This pre-
diction of a lower temperature limit to liquid stability is con-
sistent with experimental observations of rapid spontaneous
crystallization of water at 220 K.15 In addition, it yields the
value ℓs = 0.91 nm cited above.

The Gibbs-Thompson correction to the bulk melting line
is accurate only when order parameter fluctuations can be ne-
glected. These fluctuations become dominant as R approaches
ℓs. Specifically, in Derivation of phase diagram section we
derive

Tm(p,R) ≈ Tm(p)
(

1 − ℓm

R
− ℓ2

s

8π (R − ℓs) R

)
, (3)

for R > Rc, where Rc is the positive root of the right-
hand side of Eq. (3) and is approximately equal to ℓs.16 For
R ≤ Rc, Tm(p, R) = 0. This expression is graphed in Fig. 2.
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FIG. 2. Phase diagrams for supercooled confined water. (a) Melting and
glass transition temperatures, Tm(p, R) and Tg(p, R), respectively, as a func-
tion of pressure p and cylinder radius, R. (b) Phase diagram at the con-
stant pressure p = 1 bar. Triangular markers indicate melting temperatures
measured experimentally.7 Circles indicate melting temperatures determined
through our computer simulation, where error bars indicate our uncertainty
in Tm(p, R). Squares indicate glass transition temperatures measured exper-
imentally with error estimates for R (not shown in figure) of about ±4 Å.8

(c) Phase diagram for two different fixed radii R = 5.0 Å (solid line) and R
= 9.5 Å (dashed line). Circles indicate an onset of thermal hysteresis in ex-
perimental density measurements with R ≈ 5.0 Å.4 Error bars indicate our
measure of uncertainty of where hysteresis begins. The square indicates an
estimate of the calorimetric glass transition for a pore of approximately the
same diameter.8 The error estimate stated in Ref. 8 is smaller than the size of
the symbol.

The fluctuation contribution produces the precipitous end to
the melting line near R ≈ 1 nm. The comparison of data points
and lines in Fig. 2 shows that our predicted behavior of Tm(p,
R) agrees well with observed calorimetry results for an order-
disorder transformation of water in silica pores.7 Equation (3)

Downloaded 03 Aug 2012 to 18.7.29.240. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions

D.	
  L.	
  Limmer	
  and	
  D.	
  Chandler,	
  J.	
  Chem.	
  Phys.	
  137,	
  044509	
  (2012)	
  

Proposed	
  mechanism	
  for	
  dynamic	
  crossover	
  



Conclusions	
  

•  Measurements	
  of	
  water	
  dynamics	
  at	
  low	
  
hydra&on	
  can	
  be	
  used	
  probe	
  surface-­‐water	
  
interac&ons.	
  

•  The	
  single	
  par&cle	
  dynamics	
  of	
  water	
  remain	
  
jump-­‐diffusive	
  in	
  confinement.	
  

•  Water	
  does	
  not	
  exhibit	
  a	
  dynamic	
  crossover	
  at	
  
monolayer	
  hydra&on.	
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