Novel evaluation method of neutron reflectivity data applied to stimulus-responsive polymer brushes
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Neutron reflectivity (NR) measurements have been performed on stimulus-responsive polymer brushes containing N-isopropylacrylamide (NIPAAM) at different temperatures and contrasts using two different brush samples of roughly the same grafting density and layer thickness. The NR data were analyzed using a novel method employing polymer density profiles predicted from lattice mean-field theory augmented with a polymer model to describe polymer solubility that decreases with increasing temperature. The predicted density profiles at the different temperatures were self-consistent with the experimentally observed profiles; hence the experimental data lend credibility to the theory. We found that the brush thickness decreased from 220 to 160 nm and the polymer volume fraction increased from 55 to 75% when increasing temperature from 293 to 328 K. The new evaluation approach involved significantly fewer independent fitting parameters than methods involving layers of uniform densities. Furthermore, the approach can straightforwardly be extended to analyze neutron reflectivity data of grafted, weakly charged polymers that display pH-sensitive behaviour and also to block copolymers and to surfaces with adsorbed polymers. We propose that such accurate model calculations provide a tool to interpret results from NR experiments more effectively and design neutron reflectivity experiments for optimal outcome.

1 Introduction

Polymer brushes with triggerable phase transition behaviour, such as poly(N-isopropylacrylamide) (pNIPAAM) brushes, can be exploited in sensing and actuation devices on the nanoscale with potential applications for protein affinity separations, sensing, and in microfluidics. A number of methods have been used to characterize the phase transition behaviour and conformation of pNIPAAM on surfaces, including surface plasmon resonance (SPR), atomic force microscopy (AFM), neutron reflectivity (NR), quartz crystal microbalance with dissipation monitoring (QCM-D), and ellipsometry. The consensus of these measurements is that end-grafted pNIPAAM brush undergoes a large conformational collapse in response to an increase in temperature. Although this unusual temperature dependence of pNIPAAM brushes can be interpreted in the context of a reverse solubility behaviour, a detailed understanding of the changes in conformation and hydration of pNIPAAM-containing homopolymer and copolymer brushes on the sub-molecular level is still largely missing. Furthermore the existence of conformational hysteresis and intermediate conformational states, found for single pNIPAAM homopolymer chains, remains unexplored for pNIPAAM brushes. This information is, however, essential for the synthesis and the design of stimulus-responsive brushes for sensing and actuation applications. For example, the persistence of irreversibly folded polymer brush structures on patterned surfaces (impeding the regeneration of original brush conformation) may significantly affect their usefulness. Thus, insight into polymer brush conformation on the sub-molecular level allows rational brush design and guides brush synthesis.

Neutron reflectivity offers a powerful tool to determine segment density profiles in grafted polymer layers at the sub-molecular level. Although NR has been applied recently to study the conformational behaviour of pNIPAAM homopolymer brushes as a function of molecular weight and solvent conditions, the effects of molecular architecture (copolymerization) have not yet been studied.

In this paper, we determine the structure of poly-(N-isopropylacrylamide-co-acrylic acid) (poly-(NIPAAM-co-AA)) random copolymer brushes using NR at different temperatures and different solvent contrasts. The interpretation of the NR data was performed by using two different approaches: (i) a simple model that uses a single homogeneous layer and (ii) a novel approach utilizing polymer brush theory. In the conventional approach, a polymer brush is represented by one uniform layer (or sometimes several layers) of constant polymer density, and to improve the representation of the experimental data, the edges of the layer(s) are often smoothed using a Gaussian function, the width of which is referred to as a roughness parameter. In the new approach, polymer brush segment density profiles obtained from polymer theory are used to represent the experimental data. Specifically, we have used a molecular-based lattice mean-field theory augmented with an extension that enables a physical description of the reverse solubility displayed by pNIPAAM to
model segment density profiles. Necessary model parameters describing the copolymer–water interaction were determined independently from solubility data. Our global representation of the NR brush data (i) required only three fitting parameters, which is considerably fewer than the six required by the conventional layer approach, and (ii) captures self-consistently the thermal response of the brush. Furthermore, the good description of the experimental data provided by our approach lends credibility to the polymer theory we apply.

Over a number of years, there have been various studies of the molecular density profiles in brushes and other bound polymer layers using NR. Beside the homogeneous layer model, Gaussian, exponential, and parabolic functions based on scaling theories have been used to analyze the reflectivity profiles.25–28

Thermoresponsive polymer brushes are ideal samples for the proof-of-principle demonstration of our novel approach of modelling NR data. The fact that they can be stimulated into different hydration states while maintaining a fixed mass of polymer on the surface provides a self-consistent test of the method. Our approach of incorporating a realistic polymer brush description directly into the representation of NR data is general in the sense that (i) any suitable polymer brush theory can be employed and (ii) it can be applied to grafted polyelectrolytes and block copolymers, and to surfaces with adsorbed polymers.

2 Experimental

2.1 Material

Sodium acrylate (NaAA, 99%) monomer, N-isopropylacrylamide (NIPAAM, 97%) monomer, and methanol (MeOH, 99.9%) were obtained from Sigma-Aldrich (Milwaukee, WI). NIPAAM was purified by recrystallisation from toluene–hexane before use. Other chemicals were used without further purification. MQ-Grade water (Millipore purification unit, 18 MΩ cm) was used in all experiments. To adjust the pH, small amounts of 0.1 M HCl or 0.1 M NaOH were added. The synthesis of the ATRP initiator, [11-(2-bromo-2-methyl)propionyloxy]undecyl trichlorosilane, has been described elsewhere.

The silicon substrates were oxide layers on the 111 faces of single crystals of silicon (50 × 50 × 10 mm). These were first rinsed in MQ-grade water and then cleaned in a solution consisting of water, sulfuric acid (98%), and hydrogen peroxide solution (27.5% in water) mixed in a volume ratio of 5 : 4 : 1 respectively at 80 °C for 40 minutes. The substrates were removed from the cleaning solution and allowed to cool for a few minutes before being quenched by immersion in MQ-grade water. Finally, the substrates were plasma cleaned in a stream of oxygen and exposed to ultraviolet light for 30 minutes.

2.2 Sample preparation

Prior to use, all solutions and scintillation vials were thoroughly flushed with dry nitrogen gas to remove oxygen. A self-assembled monolayer (SAM) of the initiator was obtained on the silicon substrate by immersing a cleaned substrate into a dilute (1 mM) anhydrous toluene solution of the initiator for 30 minutes. After removing the substrate from the solution, its surface was sequentially rinsed with anhydrous toluene, ethanol, and MQ-grade water, and finally dried in a stream of dry nitrogen.

The polymerization reactions were initiated on the silicon substrates immediately after SAM deposition. A polymerization solution was prepared in a nitrogen atmosphere by injecting 100 ml of 0.1 M degassed phosphate buffered saline (PBS) solution at pH 7.4 into a nitrogen-flushed scintillation vial containing a 15.39 g (136 mmol) NIPAAM monomer and 1.17 g (12.4 mmol) NaAA which resulted in 14 wt% monomer solution with a fixed molar monomer feed ratio of NIPAAM to NaAA of 11 : 1. The polymerization solution was then transferred into nitrogen-flushed scintillation vials containing the initiator-functionalized substrates. The poly-(NIPAAM-co-AA) copolymer brushes were polymerized for 2 h without stirring at 293–298 K under nitrogen. The polymerization temperature was kept below the lower critical solution temperature of 305 K of pNIPAAM. Substrates were then removed from the polymerization solution and immediately rinsed with copious amounts of MQ-grade water and MeOH to remove all traces of the polymerization solution, and they were subsequently dried under a stream of nitrogen. Physically absorbed copolymer was removed from the silicon oxide substrate by rigorous rinsing with water and MeOH. In this study, we only consider systems at pH 4.0, where the acrylate is protonated to uncharged acrylic acid.

2.3 Cloud-point measurements

The phase behaviour of aqueous poly-(NIPAAM-co-AA) solutions was characterized by monitoring the optical density at 350 nm as a function of temperature using a UV–visible spectrophotometer equipped with a multicell thermoelectric temperature controller (Cary 300Bio; Varian Instruments). The phase transition temperatures of poly-(NIPAAM-co-AA) at different solution concentrations were determined in buffer at pH 4.0 (0.2 M potassium hydrogen phthalate buffer). The reversibility of the phase transition behaviour was examined by first heating a poly-(NIPAAM-co-AA) solution, from 303 to 318 K at a rate of 0.5 K min⁻¹, and then cooling the solution to 303 K at the same rate. Fig. 1 shows the normalized absorbance as a function of temperature for different polymer concentrations. It can be seen that the transition temperature decreases with increasing concentration from 311 K at 0.1 g per 100 ml solution to 306 K at 5 g per 100 ml.

2.4 Neutron reflectivity experiments

Generally, NR data are collected by simple measurements of the specular reflection of a neutron beam from a planar substrate.
The reflected intensity depends on the average neutron refractive index profile normal to the interface. This refractive index profile can then be related to the composition profile by using the known scattering length of atomic nuclei. The experimentally measured reflectivity, $R$, is typically plotted as a function of the momentum transfer, $q$, that is defined as $q = (4\pi/l)\sin\theta$ with $l$ denoting the wavelength of the neutron and $\theta$ the grazing angle of incidence. This expression shows that the reflectivity $R(q)$ can be obtained by either measuring at different wavelengths $l$ or angles $\theta$. The neutron refractive index, $n$, for a material is given by $n = 1 - \lambda^2\rho/(2\pi)$ with $\rho = \Sigma_{j} \rho/V$, where $b_{i}$ is the nuclear scattering length of nucleus $i$ that appears in the total volume $V$. The significantly different scattering length of the two hydrogen isotopes $^1$H and $^2$H (D, deuterium) can be exploited to provide different contrasts in otherwise chemically identical materials.

The NR measurements reported here were conducted at two different neutron sources: (i) the NG7 neutron reflectometer at the NIST Center for Neutron Research (NCNR) at the National Institute of Standards and Technology in Gaithersburg, Maryland, USA, and (ii) the D17 neutron reflectometer at the Institut Laue-Langevin (ILL) in Grenoble, France. The incident wavelength of the NCNR instrument was 4.75 Å and the data at different momentum transfer were collected by changing the incident beam angle and the detector angle in a sequential scan, while neutron wavelengths from 2 to 19 Å were used in the experiments at ILL using a time-of-flight mode with two different incident angles to provide a range of momentum transfer from 0.006 to 0.2 Å$^{-1}$. At NCNR the wavelength resolution $dq/q$ is about 2%, but slit widths that define the angular resolution and data binning were chosen to provide an overall resolution of about 5%. At ILL the beam is pulsed with a chopper system and the opening was chosen to provide a resolution in $d\lambda/\lambda$ of about 2%. The reflectivity data obtained at ILL were binned to reduce the statistical uncertainty, which increased the resolution $dq/q$ to about 3%.

Reflectivity data from the polymer brush layers were collected over a range of temperatures from 298 to 330 K (NCNR) and from 293 to 333 K (ILL) at pH 4.0 in different solvent contrasts: deuterated water (D$_2$O), hydrogenated water (H$_2$O), and a mixture of 37.9% (by volume) D$_2$O in H$_2$O, designed to be matched in scattering length density to silicon (contrast matched silicon; cmSi). Independent measurements on the same sample in different scattering contrasts allow determination of the composition and thickness of the grafted layers. Two distinct but similarly prepared surfaces with grafted polymer were used in the measurements at NCNR and ILL. The samples measured at NCNR had a more heterogeneous grafting density; the work formed part of a broader study on block copolymers. The samples measured at ILL had lower polydispersity, and the grafted polymer formed sharper layers with clearer fringes in the reflectivity profiles when in a collapsed state above the lower critical solution temperature (LCST).

3. Model

Theoretically predicted brush segment density profiles were used in the analysis of the NR data. The model calculations involve two sequential parts: (i) a determination of model parameters describing the interactions in an aqueous polymer solution obtained by fitting predicted binodal curves to the experimentally determined phase behaviour, and (ii) a prediction of polymer brush density profiles to be used in the evaluation of the NR data. An important issue for the analysis of the NR results is that the same underlying model should be used in the evaluation of the data at all experimental conditions. Hence, the model employed here should be able to describe thermo-responsive polymer systems at various temperatures.

Although NR measurements were performed on stimulus-responsive random copolymer brushes, we have, for simplicity, modelled these brushes as a homopolymer with solution properties that reflect those of the two monomers. Although it is straightforward to handle random and block copolymers as well as mixtures of polymers with the present approach, a larger set of parameters describing the interaction would be needed, which would require a significantly more extensive set of solubility measurements.

3.1 Polymer solution model

The classical Flory–Huggins theory for homogeneous polymer solutions, extended with a polymer model containing internal degrees of freedom by Karlström, was used to describe the polymer solutions. This extension was originally developed to model aqueous solution of poly(ethylene oxide) (PEO), using a physical model. In common with pNIPAm, aqueous solutions of PEO display a reverse solubility, leading to a phase separation at increasing temperature. While we use the same formalism, the parameters entering the polymer model are obtained here from fits to experimental data rather than determined using quantum mechanical arguments.

The Flory–Huggins theory is a lattice theory in which space is divided into cells, each containing one polymer segment or solvent. The division into cells facilitates the enumerations of the chain configurations and hence the evaluation of the entropy of the system. Only nearest-neighbour interactions are considered, and they are described by a so-called $\chi$-parameter. A positive $\chi_{x'y'}$ implies that the interaction between components $x$ and $x'$ is more repulsive than the average of the $x$–$x$ and $x'$–$x'$ interactions, a component being a polymer or solvent. A mean-field approximation is applied, neglecting all density fluctuations in a phase, and the polymer is assumed to be fully flexible.

The basis of Karlström’s polymer model for describing polymer solutions with reverse solubility behaviour is that a polymer segment can appear in one of two different states. Generally, a segment of type A (referred to as species A) in state B is characterized by its internal energy $U_{A,B}$ and degeneration $g_{A,B}$, and its interactions with species A' in state B' by $\chi_{AB}$. The more hydrophilic state has a low internal energy and a low statistical weight, whereas the more hydrophobic state has a higher internal energy and a higher statistical weight. At low temperature the former state dominates, and thus a more favourable polymer–water interaction is obtained, whereas at elevated temperatures, the latter state becomes progressively more important, resulting in a more unfavourable polymer–water interaction. On the basis of the mixing free energy of polymer solutions, a determination can be made whether a given polymer solution is thermodynamically stable or if it separates into two coexisting phases.


Fig. 2  Experimental cloud-point curve for the random copolymer taken from the inflection points of the absorbance data in Fig. 1 (open symbols) and calculated binodal curve obtained from a lattice mean-field theory (filled symbols), plotted on a semi-logarithmic scale. The solvent and the polymer have been assumed to have the same density; other model parameters are listed in Table 1 and \( r_{polymer} = 1000 \).

Fig. 2 shows (i) the experimental cloud-point curve obtained from the inflection points of the UV–vis absorption measurements shown in Fig. 1 and (ii) a fitted binodal curve plotted as a function of the logarithm of the polymer volume fraction, \( \phi_{polymer} \). In addition to the degree of polymerization, which was set to \( r_{polymer} = 1000 \) (for large \( r_{polymer} \) the phase diagram is insensitive to the precise value of \( r_{polymer} \)), five other non-trivial parameters are involved to describe the polymer solution behaviour. Excellent agreement between the experimental data and fitted curve is achieved with the values listed in Table 1. Moreover, a LCST of \( T^* = 306 \) K is predicted.

### 3.2 Polymer brush model

The lattice mean-field theory, developed by Scheutjens and Fleer for heterogeneous polymer systems\(^{37,38}\) and extended with Karlström’s polymer model by Linse and Björling,\(^{39,40}\) was used to model polymer brushes. This polymer theory is very general and able to describe, e.g., self-association of polymers into various morphologies, polymer adsorption, and polymer-mediated forces between surfaces.\(^{38}\)

The Scheutjens–Fleer theory can be viewed as an extension of the Flory–Huggins theory. In the current application, the solution near the surface is divided into layers parallel to the planar surface. The thickness of the layers corresponds to the size of a polymer segment. Within each layer, the random-mixing approximation is applied, and hence all lattice sites in a layer are equivalent. However, density gradients are allowed to develop perpendicular to the surface. The equilibrium distribution of the polymer is obtained, again, by minimization of the free energy of the system.\(^{39}\) The theoretical description is quite involved, but efficient numerical approaches\(^{41}\) provide solutions typically within seconds on a simple computer.

In the current application, polymers are grafted on to a smooth surface with grafting density \( \sigma \) (number of chains per lattice length squared). In addition to the parameters determined above and given in Table 1, we need to assign values of (i) interaction parameters for the surface \( \chi_{surface,B} \), (ii) the degree of polymerization \( r_{polymer} \), and (iii) the polymer grafting density \( \sigma \). Unfortunately, none of these are available from direct measurements. Here, we have employed values of \( \chi_{surface,B} \) corresponding to a hydrophobic surface, \( r_{polymer} = 1000 \), and \( \sigma = 0.08 \), of which \( \sigma \) has been fitted to experimental NR data. A second fitting parameter is the factor \( d \), converting the lattice length unit to real length. This conversion factor should be approximately one Kuhn segment, i.e., the length of a few monomers. It turned out that the predicted NR curves were insensitive to the precise value of \( r_{polymer} \), provided that the brush height remained the same by adjusting \( d \). Thus, the fitting of the polymer brush using the lattice polymer theory involved two fitting parameters, viz. \( \sigma \) and \( d \). If the grafting density could be determined by an independent method, the number of fitting parameters representing the brush would be reduced to one.

Fig. 3 displays predicted volume fraction profiles at \( T = 293 \) and 328 K. At the higher temperature, a collapse of the brush is observed, consistent with the phase behaviour displayed in Fig. 2. The two volume fraction profiles shown in Fig. 3 are used below to provide the real space contrast to evaluate the experimental NR data.

### 4 Neutron reflectivity calculations

All reflectivity profiles were calculated from the structural models of the interface employing the standard optical matrix method, which has been described in detail elsewhere.\(^{42}\) Two different approaches were employed to represent the polymer brush: (i) the conventional one using a homogeneous layer model and (ii) a novel one utilizing the polymer lattice mean-field theory described above. In the second approach, each lattice

---

**Table 1** Internal state parameters \( (U_{AB} \) and \( g_{AB} ) \) and Flory–Huggins interaction parameters \( (\chi_{BB}) \) of the theoretical model (energy in kJ mol\(^{-1}\))

<table>
<thead>
<tr>
<th>Species</th>
<th>State</th>
<th>( U_{AB} )</th>
<th>( g_{AB} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>—</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Polymer</td>
<td>Polar</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Nonpolar</td>
<td>7</td>
<td>16</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( kT\chi_{BB} )</th>
<th>Polymer (polar)</th>
<th>Polymer (nonpolar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>0.89</td>
<td>7.1</td>
</tr>
<tr>
<td>Polymer (polar)</td>
<td>—</td>
<td>1.35</td>
</tr>
</tbody>
</table>

---

Fig. 3  Calculated polymer volume fraction \( \phi_{polymer,i} \) of a polymer brush versus the distance \( i \) (in lattice units) from a hydrophobic surface for a polymer length \( r_{polymer} = 1000 \) and a grafting density \( \sigma = 0.08 \) at indicated temperatures.
layer of the lattice theory was treated as one optical layer with a uniform density. Generally, the scattering length density of a layer $\rho$ was evaluated according to

$$\rho = \phi_1 \rho_1 + (1 - \phi_1) \rho_{\text{solvent}},$$

where $\phi_1$ is the volume fraction of component $i$ in the layer, $\rho_1$ the scattering length density of component $i$, and $\rho_{\text{solvent}}$ the scattering length density of the solvent. The scattering length densities used for pure components are compiled in Table 2.

Since we only use the ILL data in our numerical evaluation, a single $q$-resolution of 3% has been applied in all calculations of reflectivity profiles.

The fitting parameters of the structural models were determined by varying the values of these parameters and visually comparing predicted and experimental reflectivity data. The uncertainties reported are based on predicted reflectivity curves displaying unacceptable fits.

5 Results

5.1 Bare surface and surface with initiator

5.1.1 Experimental neutron reflectivity data. Fig. 4 shows the experimental reflectivity data obtained at ILL for the bare Si/SiO$_2$ surface (top) and the Si/SiO$_2$/initiator surface (bottom) in D$_2$O, H$_2$O, and cmSi. As expected, a total reflection at low $q$ occurred for D$_2$O as solvent, and the weakest reflection appeared in cmSi.

5.1.2 Uniform layer model. To fit the reflectivity from the bare substrate, a scattering length density model with a single uniform layer and sharp interfaces was used to represent the silicon oxide layer, sandwiched between semi-infinite silicon and solvent. In this case, the experimental NR data was fitted using a single variable, representing the thickness of the native silicon oxide layer. Excellent fits were obtained for D$_2$O and H$_2$O, but for cmSi deviations appeared at low and high $q$ (see the three top panels of Fig. 4). A possible reason for these deviations is the small signal intensity typical for measurements in cmSi, which leads to large uncertainties when the background scattering is subtracted. This problem does not appear with other contrasts as the reflectivity is higher. The details of the fit to the oxide layer are insignificant when considering the much larger signal from the polymer brush even in cmSi. The fitted thickness of the oxide layer was 9 Å (Table 3), which is in agreement with other recent experiments.

Adding a roughness at the SiO$_2$/solvent interface did not significantly affect the fit.

For the surface with attached initiator, the silicon oxide and initiator layers were each modelled with one layer with sharp interfaces. The thickness of the silicon oxide layer was taken to be 9 Å, whereas (i) the initiator volume fraction of the initiator layer and (ii) the thickness of the initiator layer were fitted. Again, excellent fits were obtained for D$_2$O and H$_2$O, but for cmSi a significant deviation at low $q$ appeared (see the three bottom panels of Fig. 4). We obtained an initiator volume fraction of 75% and a thickness of the initiator layer of 30 Å (Table 3). As before, a fit with a rough initiator/solvent interface did not significantly affect the fit.

Table 2 Scattering length densities ($\rho_i$) of pure components

<table>
<thead>
<tr>
<th>Component</th>
<th>$\rho_i / 10^4$ Å$^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>2.076</td>
</tr>
<tr>
<td>SiO$_2$</td>
<td>3.41</td>
</tr>
<tr>
<td>H$_2$O</td>
<td>-0.56</td>
</tr>
<tr>
<td>D$_2$O</td>
<td>6.35</td>
</tr>
<tr>
<td>Initiator</td>
<td>0.74</td>
</tr>
<tr>
<td>Polymer</td>
<td>0.57</td>
</tr>
</tbody>
</table>

Fig. 4 Experimental reflectivity profiles obtained at ILL (symbols) and fitted reflectivity profiles using a scattering length density layer model (curves) for the bare Si/SiO$_2$ surface (top) and Si/SiO$_2$/initiator surface (bottom) in D$_2$O (left), H$_2$O (middle), and cmSi (right).
5.2 Surface with initiator and polymer brush

5.2.1 Experimental neutron reflectivity data. Fig. 5 shows the experimental NR data of two independently prepared brushes, measured at the two different facilities (crosses and open circles), both at high and low temperatures, and both in D\textsubscript{2}O and in cmSi. There is a surprisingly good superposition of NR data from the two sets of measurements on samples prepared in a similar way, which validates the experimental procedures used in the reflectivity experiments. We chose to acquire the reflectivity data at ILL with higher \( q \)-resolution, although there are larger uncertainties from poorer counting statistics. An important feature in the data obtained at ILL are the fringes that appear at low \( q \) in cmSi at high temperature. Most likely this is due to a more homogeneous grafting density in the brush sample used in the ILL experiments, so the interface between the polymer and solvent was sharper. The higher \( q \)-resolution and the fringes make the ILL data more useful than the NCNR data for our fitting procedure.

Table 3 Volume fractions \((\phi_i)\), thicknesses \((l_i)\), and roughnesses \((d_i)\) of the uniform layer model for polymer-free systems

<table>
<thead>
<tr>
<th>Layer</th>
<th>( \phi_i )</th>
<th>( l_i/\text{Å} )</th>
<th>( d_i/\text{Å} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si/SiO\textsubscript{2}/solvent system</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Si</td>
<td>1</td>
<td>Semi-infinite</td>
<td>0</td>
</tr>
<tr>
<td>SiO\textsubscript{2}</td>
<td>1</td>
<td>9 ± 2(^b)</td>
<td>0</td>
</tr>
<tr>
<td>Si/SiO\textsubscript{2}/initiator/solvent system</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Si</td>
<td>1</td>
<td>Semi-infinite</td>
<td>0</td>
</tr>
<tr>
<td>SiO\textsubscript{2}</td>
<td>0.75 ± 0.05(^b)</td>
<td>30 ± 3(^b)</td>
<td>0</td>
</tr>
</tbody>
</table>

\(^a\) The scattering length density of a layer was evaluated according to eqn (1). \(^b\) Fitted.

We will now focus on the representation of the experimental NR data obtained at ILL by using (i) the uniform layer model and (ii) the lattice mean-field model. In both approaches, the previously obtained thicknesses of the silicon oxide and the initiator layers were used; however, for both polymer models, substantial improvements of the representations were obtained by increasing the initiator volume fraction of the initiator layer from 75\% (polymer-free system) to 85\% (polymer brush present). This apparent exclusion of solvent could be rationalized by a smaller solvation of the initiator layer when it is coated with a polymer layer compared to when it is in direct contact with the solvent.

5.2.2 Uniform layer model. We fitted the experimental NR data obtained at ILL by using the uniform layer model of the Si/SiO\textsubscript{2}/initiator/solvent system described in subsection 5.1.2, augmented with one additional uniform layer to represent the polymer brush. Since the polymer brush undergoes large conformational changes between the two temperatures investigated, fits at the two temperatures were made separately; however, the volume of the polymer in the polymer layer was kept constant. To account for the gradual decrease of the polymer volume fraction at the outer edge of the brush, non-zero values of the roughness parameter were allowed. Hence, six independent parameters were used to describe the polymer brush: six parameters (polymer volume fraction in the polymer layer, thickness of the polymer layer, and the roughness of the polymer/solvent interface, all at the two temperatures) and one polymer volume constraint. Fig. 6 shows that this approach enabled satisfactory agreement between the experimental (circles) and model (dashed curves) reflectivity. First, the thickness of the polymer layer at the higher temperature was determined accurately by using the positions of the fringes occurring at low \( q \) in cmSi; see also the inset in Fig. 6.

![Fig. 5](image-url) Experimental reflectivity profiles obtained at NCNR (plus signs) and ILL (circles) at high temperature (top; 330 K at NCNR and 328 K at ILL) and low temperature (bottom; 300 K at NCNR and 293 K at ILL) in D\textsubscript{2}O (left) and cmSi (right).
Second, the roughness at the higher temperature was fitted using the amplitude of reflectivity in D$_2$O at intermediate $q$-values. Thereafter, the polymer volume fraction was fitted to provide optimal representation of the reflectivity data in the two solvents. At the lower temperature, first the roughness was adjusted to suppress the fringes in the fitted reflectivity data. At that roughness, the amplitude of the reflectivity in D$_2$O became insensitive to the roughness, so only a lower limit of the roughness could be assessed. The thickness of the polymer layer and the polymer volume fraction of the polymer layer, with their product constrained, were then adjusted to provide optimal representation of the experimental data. This fitting protocol accounts for the different features of the reflectivity curves and provides an overall balanced fit. Table 4 provides the parameter values used to model the reflectivity curves. At the higher temperature, the polymer volume fraction increased from 55% to 75% and the thickness of the polymer layer decreased from 2200 to 1600 Å, which is consistent with the notion of a collapse of the polymer brush.

The model reflectivity curves obtained by using the layer model with zero roughness are also shown in Fig. 6 (dotted curves). It is clear that the non-zero roughness has a decisive influence on the amplitude of the reflectivity in D$_2$O, whereas the effect in cmSi is mainly to modulate the amplitude of the fringes. Thus, a layer model without Gaussian roughness or some other gradient in density does not provide a satisfactory fit.

5.2.3 Lattice mean-field model. The experimental NR data were also analyzed using a combination of the layer model and polymer segment density profiles. The refractive index and thickness of the silicon oxide and initiator layers, as discussed above, were used; however, the volume fraction profiles such as those shown in Fig. 3 were used to represent the distribution of polymer segments in the brush. Finally, the lattice size length $d$ and the surface grafting density $s$ were used as fitting parameters. We recall that the former converts the lattice length to real units and the latter one is unknown and determined by the experiment and data fitting.

Fig. 6 (solid curves) shows the NR profiles predicted by the lattice mean-field polymer model. The value of the lattice size length $d$ was first and uniquely determined by using the position of the fringes appearing in cmSi at the higher temperature (see also the inset of Fig. 6). Thereafter the grafting density $s$ was adjusted to provide the best overall representation for the four conditions. It is striking that the overall representation of the experimental NR data achieved by our lattice mean-field approach is even better than the fit obtained by the conventional uniform layer model. In particular, a significant improvement is

<table>
<thead>
<tr>
<th>Layer</th>
<th>$\phi_i$</th>
<th>$l$ Å</th>
<th>$d$ Å</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>1</td>
<td>Semi-infinite</td>
<td>0</td>
</tr>
<tr>
<td>SiO$_2$</td>
<td>1</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>Initiator</td>
<td>0.85 ± 0.05$^b$</td>
<td>30</td>
<td>0</td>
</tr>
<tr>
<td>Polymer (328 K)</td>
<td>0.75 ± 0.05$^c$</td>
<td>1600 ± 50$^c$</td>
<td>50 ± 5$^c$</td>
</tr>
<tr>
<td>Polymer (293 K)</td>
<td>0.55 ± 0.05$^c$</td>
<td>2200 ± 50$^c$</td>
<td>250$^d$</td>
</tr>
</tbody>
</table>

$a$ The scattering length density of a layer was evaluated according to eqn (1). $^b$ Fitted. $^c$ The volume of the polymer given by the product of the polymer volume fraction and the thickness of the polymer layer was constrained to the same value at the two temperatures. $^d$ Only a lower limit could be determined; see text.
found in D₂O at \( T = 293 \) K. The values obtained for \( d \) and \( \sigma \), given in Table 5, are very reasonable. A lattice size length of \( d = 14.7 \) Å compares well with the length of a few monomers and the grafting density \( \sigma = 0.08 \) together with \( d = 14.7 \) Å implies a spacing of about 50 Å between neighbouring grafted polymers. Assuming that the density of amorphous NIPAAM is 1 g cm⁻³, the surface excess becomes 13 mg m⁻² for the lattice model and 12 mg m⁻² for the single layer model. Finally, the fraction of initiator yielding a chain is experimentally unknown. However, from the amount of initiator per unit area, leading to an estimated cross-section area of the initiator of ca. 100 Å², and the fitted values of \( \sigma \) and \( d \), the initiator efficiency is estimated to a few percent.

The close agreement between the experimental NR data and those predicted by the lattice mean-field theory augmented with a polymer model containing internal degrees of freedom verifies the usefulness of this theory to describe thermostressive polymer brushes. This verification is important because most other theories that describe thermostressive polymer systems are based on \( \chi \) parameters with an explicit and fitted temperature (and sometimes volume fraction) dependence, see, e.g., ref. 44. Furthermore, our approach involves only two independent polymer brush parameters compared to the five required for the conventional uniform layer model. We note that in addition to these parameters characterizing the polymer brush, we also treated the initiator volume fraction of the initiator layer as a fitting parameter.

The predictive capacity of the lattice mean-field theory is demonstrated in Fig. 7, which shows the increase of the fringes at low \( q \)-values in cmSi at increasing temperature. At 293 K and 303 K, the two lowest temperatures, the amplitude of the fringes is small and the number of fringes is few. As the temperature is increased from 303 K to 313 K, there is a strong increase of the amplitude and the number of fringes. This increase continues at still higher temperature but the changes become less accentuated. Hence, this analysis suggests that the collapse of the thermostressive polymer brush at increasing temperature could be examined in detail in cmSi solution.

### Table 5 Other parameters of the lattice mean-field model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface interaction</td>
<td>( kT_{\text{surface,water}} = kT_{\text{surface,polymer(polar)}} = 3 ) kJ mol⁻¹</td>
</tr>
<tr>
<td>Number of segments</td>
<td>( f_{\text{polymer}} = 1000 )</td>
</tr>
<tr>
<td>Grafting density (^{a})</td>
<td>( \sigma = 0.08 \pm 0.005 )</td>
</tr>
<tr>
<td>Length of lattice site (^{a})</td>
<td>( d = 14.7 \pm 0.3 ) Å</td>
</tr>
<tr>
<td>Initiator volume fraction (^{a})</td>
<td>( q_{\text{initiator}} = 0.85 \pm 0.05 )</td>
</tr>
</tbody>
</table>

\(^{a}\) Fitted.

### 5.2.4 Comparison of the uniform layer and lattice mean-field models and appearance of fringes

The calculated reflectivity profiles are functions of the scattering length density profiles of the model systems. Fig. 8 displays the scattering length density profiles for the calculated reflectivity profiles given in Fig. 6. At the higher temperature the uniform layer and the lattice mean-field models produce nearly identical scattering length density profiles. The reasons behind the ability of the uniform layer model to describe the experimental system in this case are that the nearly constant polymer density throughout the collapsed polymer brush and that a Gaussian roughness model can account for the diffuse polymer/solvent interface. On the other hand, at the lower temperature the uniform layer model predicts systematically a higher reflectivity in the range 0.02 Å⁻¹ < \( q < 0.07 \) Å⁻¹, which we attribute to the steep change of scattering length density at the edge of the polymer brush. An attempt to remedy the description for \( z < 2200 \) Å by increasing the roughness parameter and increasing the polymer volume fraction in the polymer layer does not improve the overall scattering length density profile, most likely due to a brush tail that becomes too long. Obviously, a uniform layer with a Gaussian roughness cannot describe the parabolic-like volume fraction profile with a short-range exponential tail as that shown in Fig. 3.

Fig. 6 showed that fringes appeared at the higher temperature in cmSi but not in D₂O. The reason for this difference can be found in Fig. 8. In cmSi the scattering length density of the two infinite media are the same, and hence the NR measurements explore the brush profile only. Since the brush profile has two sharp edges, fringes appear. On the other hand, in D₂O the scattering length densities of the brush and the substrate are similar. Here, NR probes essentially a single interface (the polymer–solvent interface); hence, no fringes appear.

### 6. Conclusion

Neutron reflectivity measurements at two different neutron sources have been performed on thermostressive polymer brushes prepared with the same protocol. The neutron reflectivity data from the two experiments showed good agreement at two solvent contrasts and at two different temperatures.

A single uniform layer extended with roughness could represent the experimental reflectivity of the polymer brush, albeit different thicknesses and scattering lengths were needed for the different temperatures. Without roughness no reasonable representation could be obtained.

We have demonstrated a novel approach to evaluate experimentally obtained neutron reflectivity data for stimulus-responsive polymer brushes. In this approach, a physical model of the polymer brush is invoked to handle the temperature-dependent
polymer–solvent interaction. These model calculations involve two sequential parts. First, model parameters describing the interaction in an aqueous polymer solution are determined by fitting predicted binodal curves to experimental phase behaviour. Second, the polymer brush density profiles to be used in the evaluation of the neutron reflectivity data are predicted. A central issue is that the same underlying model is used to evaluate the experimental data under the various experimental conditions involving different solvent contrasts and temperatures. Compared to the conventional layer approach, the new approach involves fewer fitting parameters. It is straightforward to extend the present approach to charge-containing polymers, including weak acids and bases, and to block copolymers as well as surfaces with an adsorbed polymer layer.

Finally, our approach suggests that one can model quantitatively, using relevant physical parameters, the outcome of NR experiments on polymer brushes. This information can be employed in the design of NR experiments to optimize the amount of information gained. For example, a suitable range and resolution of $q$ as well as optimal brush heights and solvent contrasts could be determined. Here, we have demonstrated how the polymer model can be used to predict the expected reflectivity changes across the transition from an extended to collapsed polymer brush.
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